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INTRODUCTION

In addition to its direct gains the invest-
ment in the oil industry might result in two
kinds of indirect contribution to growth of
national income. One is the Linkage effects
and the other involves the creation of factors
of production, which implies that in the pro-
cess of its operation the new industry might
contribute certain types of factors to the
domestic economy, particularly foreign ex-
change, investment resources (especially if
large payments to government occur), and in
the training of skilled labour and manage-
ment. This article deals with the contribution
of the oil industry to the Libyan balance of
payments.

In the analysis of the balance of payments
impact of the Libyan oil the amounts of
foreign exchange that the oil sector brings
into the country is one of the important
vehicles through which this sector can im-
part the potential for growth to other sectors
in the economy.

The Contribution of the Oil Sector to the
Balance of Payments

The balance of payments impact of the
Libyan oil industry could be reached by two
alternative methods. The first is to sum ex-
port proceeds and foreign capital inflows
and to substract all foreign capital outflows,
i.e., imports of goods and services, net factor
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income paid abroad and increases in over-
seas cash balances, from this sum. The
second is to sum payments to government
in form of income taxes, royalties and mis-
cellaneous fees and all other payments made
by the operating companies or their contrac-
tors to local factors of production. The latter
consist mainly of wages and salaries includ-
ing that part of the salaries of expatriate per-
sonnel which is disbursed in local currency
and payments for local goods and services
and to subtract from this sum the proceeds
from local sales.

From the accounting point of view both
methods lead to the same result. The figures
included in Table 1 and Table 2 show the
break down of the oil sector’s total foreign
exchange contribution to the Libyan eco-
nomy.

The oil production in Libya began only
late in 1961. In the years before 1961 and
since oil exploration started in 1955 the
contribution of the oil industry was mostly
limited to the local expenditures. Table 1
covers the period from 1958 to 1965 which
represents the exploration and the beginning
of production and exports of oil. Table 2
covers the period from 1969 to 1973 which
indicates the present dominant role of the
oil sector in the Libyan economy. The figures
in Table 1 are given in dollars at the par
value of Libyan dinar' 1 = $2.80 and the

'September 1, 1971, the Libyan dinar replaced the
Libyan pound as the national currency. The par value
in terms of gold remained unchanged at LDI = 2.48828
grams of fine gold.
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sionality causes 2 considerable increase in
D, the statistic Z seems a better choice in
reducing probability of misclassification.
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with
A, = ID-%{403(D? + 2) + 4DO¥D’ + 2)
+ 6[D* + 2D?(3p + 3q + 5) + 8p|
+ 2D3(p + q + 1)}, (28)

*
as the coefficient of 1/4N in X} | L(—6N/
(N + 1); D). The term B, is composed as

B, = —D~%?[46°(3D? + 8) + 8DO(D? + 3) +

— 1A2
BIZ - ZA]’
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B, = B, + B, + By, (2.9

t*hese being coefficients of* 1/8N? in X3 |
L(=6N/(N + 1); D),{[ 33, L(—6N/(N + 1):
DJ and %, , Q)-6N/(N + 1); D) res-
pectively. Note that the terms I: and (3U
are defined in the paper (7). The coefficients
in (2.9) are obtained as

Bj; = 3D ‘0180°(7TD* + 24D* + 12) + 246“D(3D* + 10D? + 4)
+ 0°[30D¢ + 3D4Q29p + 29q + 95) + 24D*(10p + 7q + 17) + 48p]
+ 40°D’[D* + 3D*(5p + 5q + 11) + 6(6p + 5q + 9)]
+ 30D D‘Gp + 3q + 5) + 2D(6p? + 69’ + 12pq + 19p + 19q + 15)

+ 8(3p” + 4pq + 4p)] + 6D(p + q + 1)2.

6D 6*N?
+ can
2N+ 1) 2(N + 1)
be expanded with respect to N-! as

Now exp [—

(1+ A/N + B/2N? + . )e™  (2.13)

$,0)= (1 + A/4AN + B/8N? + ..

D* + 2D*(3p + 3q + 7) + 16p], (2.10)
Q.11
2.12)

where

A, = —0D/2 — 02, 2.14)

B, =6+ 6°D + 6%(D¥4 + 3) + 0D. (2.15)
Using (2.6), (2.7) and (2.13) we have

Y1+ A/N + B/2N? + . )ei’n

=[1+ (A, + 4A,)/4N + (B, + 4B, + 2A,A,)/8N2 + .. Je™

1

= [1 + La,(0) + ——a,0) + ..

4N 8N?2

a,(0) and a,(0) are found to be as in (2.2) and
(2.3). The use of Cramer’s method (2, p. 225)
of inverting a characteristic function of the
above form completes the proof.

Since by iqkterchanging X¥ and X% in (1.1)
we obtain —Z, the following result is easily
derived from above theorem.

Theorem 2
F(z| n)) = 1 — [1 + a,(d)/4N +
a,(d)/8N? + O,]®(—2).

Corollary: The probability of misclassifying
an observation into 7, when it comes in fact
from =, is given by

1= [1 + a,(d)/4N +
a,(d)/8N? + O,]0(2)},_pp.

@.17)

(2.18)

2
j] e,

The other probability of misclassification has
the same expression.

The above corollary follows from Theo-
rem 1 and the procedure proposed in classify-
ing an observationintoits relevant population
in the first section of this paper.

(2.16)

Remarks: Taking q = 0in (2.1) the distribu-
tion of Z statistic is obtained as in (8).

Table 1 of (8) shows that the probability
of misclassification decreases as the dimen-
sionality p decreases or the Mahalanobis
distance D? increases, when Z is used as a
discriminant function. The terms a,(d) and
a,(d) when compared with similar terms in
(8) indicate a genera}‘ increase in dimension-
ality. But as inusingZ, D ;‘ncreases, it follows
that the superiority of Z over Z depends
mainly on q and D. In situations where the
introduction of a covariate of small dimen-
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being the Mahalanobis distance*between T,
and #,. Asymptotically, 2D)' (Z + D*)isa
standardized normal variate. We shall obtain
its distribution when N, = N, = N,

Theorem 1: 1If D > 0, an asymptotic ex-
pansion of the distribution of (2D)"1

13
(i + D?) when (%) comes from 7, is given by

F(zjr,) = (1 + a(d)/4N

+ a,(d)/8N? + O,) 0(2) @2.1)

where d = d/dz, ®(z) is the cdf of N(0, 1),
0, is the third order term with respect toN~'
and

a,(d) = %D‘2[4(D2 + 2)d* + 4D(D? + 2)d® + [D“ +2D*3Bp + 3q+ 1) + 8p]d2

+ 2D¥p + q — )],

a,(d) = D*“[(D2 + 2)d8 + 2D(D? + 2)d7 +

+ 12D25p + 3q + 19) + 48(p + 2)]d¢

2.2)

J9D6 + 2D*9p + 9q + 46)

+ iD[Df + 2D*@p + 4q + 13) + 8D*(3p + 2q + 10) + 16(p + 2)d
+4 (D8 + 4DSTp + 7q + 17) + 4D*[9(p + q)* + 76p + 72q + 135]

+ 32D%(3p? + 3pq + 2lp + l4q + 18) + 64p(p + 2)id*

+ LD¥D!Bp + 3q + 5) + 18DY(p + q)* + 6p + 6q + 9]

+ 24(p? + pq + 1lp + 10q + 6)}d® + {DAD*p + q)’

+ 4p + 4q + 7] + 4D%]6(p + q) + 13p + 13q + 13] + 16p(3p + 4q)id’

+ D[(p+qP+2p+2q+ 5]d].

Proof: Memon and Okamoto (7) use the
Fourier transform to obtain the distribution
qkf D- ‘(\;/ — iD?); the limiting distribution of
W is N(3D?, D?) as () €x,. Following the
same approach the characteristic function of
(D)~ (Z + DY)is

Z

*
Z:

N+ 1
N
N+ 1
—2N\=£/’
N+ 1

(2.4) can be written as

(2.3)

6,(6) = E[Elexp[— 02D)'(Z + D] 1],
2.4)

where 6 = —itand E indicates expectation
w.r.t. joint distribution of (X;, X,, ¥, ¥», S).
With N, = N, = Nas

[ - %Py ST - &) — (- 1) SR~ X))

[2X'S (& — ¥y — (RF + XF) STI(&F — ¥9)]

(2.5)

[

where ¢ is the same function as 4.1 of the
paper (7). So, ¢(—6N/N + 1) can be derived
from there by changing 0 to —6N/N + 1in

G(—ON/(N+ 1)) = (1 + A/4N + B/8N? + ., ) e/ e’

o [ N0> <\’X/—D2/
PI\NF1 D

= PR+ 6 (—ON/(N + 1))

) -2+ ]

@.6)

the expression for the asymptotic expansion
of ¢(6). We find that on simplifying,

@.7



