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Abstract. 

  Let 𝕋 be a periodic time scale. We study the following nonlinear neutral dynamic 

equation with infinite delay 

𝑥∆(𝑡) = −𝑎(𝑡)𝑥𝜎(𝑡) + ∑ 𝑄𝑖 (𝑡, 𝑥(𝑡 − 𝑔(𝑡)))

𝑝

𝑖=1

∆

+ ∫ (𝐷(𝑡, 𝑠)𝑓(𝑥(𝑠)) + ℎ(𝑠))∆𝑠, 𝑡 ∈ 𝕋
𝑡

−∞

 

by using a fixed point theorem due to Krasnoselskii, we show that the nonlinear neutral 

dynamic equation with an infinite delay has a periodic solution. In addition, through 

utilizing the contraction mapping principle, we have shown that this periodic solution is 

unique. 

 

Key words: Fixed point, infinite delay, time scales, periodic solution. 

 

 الملخص

 Time)لانهائي على فضاء يعرف ب  تأخير ذات  خطية غير المحايدة الديناميكية المعادلةتختص هذه الورقة بدراسة 

Scale) 

 

𝑥∆(𝑡) = −𝑎(𝑡)𝑥𝜎(𝑡) + ∑ 𝑄𝑖 (𝑡, 𝑥(𝑡 − 𝑔(𝑡)))

𝑝

𝑖=1

∆

+ ∫ (𝐷(𝑡, 𝑠)𝑓(𝑥(𝑠)) + ℎ(𝑠))∆𝑠, 𝑡 ∈ 𝕋
𝑡

−∞

 

 

ويتم نهائي  لا خطية ذات تأخير المحايدة غير الديناميكية دوري للمعادلةباستخدام نظرية كراسنوليسكى تم إيجاد حل 

 م نظرية بناخااستخد تم كذلك ،خاصية الانكماشوالآخر له  مضغوط أحدهما مناسبين، مشغلين إنشاء طريق عن ذلك

وحيد.ضمان وجود حل لالثابتة  لنقطة  
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1. Introduction 

  In recent decades, scientific researchers have been able to explore other avenues that help 

to show the existence of solution of nonlinear neutral dynamic equation with infinite delay 

such as fixed-point theory, Picard’s successive approximation and the non-expansive 

operators technique. Fixed points has been revealed as a very effective and useful method 

for the study of nonlinear neutral dynamic equation.  Moreover, the fixed-point theory 

establish conditions to which maps have solutions and applied in variety of fields and 

mathematics.  Recently, (Makhzoum, H. A and Elmansouri, R. A, 2018), studied the 

existence of solutions for the nonlinear neutral dynamic equation with an infinite delay, 

 

      
𝑑

 𝑑𝑡
𝑥(𝑡) = −𝑎(𝑡)𝑥(𝑡) +

𝑑

𝑑𝑡
∑ 𝑄𝑖 (𝑡, 𝑥(𝑡 − 𝑔(𝑡)))

𝑝
𝑖=1 + ∫ (𝐷(𝑡, 𝑠)𝑓(𝑥(𝑠)) + ℎ(𝑠))𝑑𝑠

𝑡

−∞
.          (1.1). 

 

By the use of the Krasnoselskii's fixed-point theorem and proved the existence of periodic 

solutions of Eq (1.1).  Then they used the contraction mapping principle to show the 

existence of a unique periodic solution of Eq (1.1). 

 

         In the present paper, we show the following the nonlinear neutral dynamic 

equation with an infinite delay, for   𝑡 ∈ 𝕋 

        𝑥∆(𝑡) = −𝑎(𝑡)𝑥𝜎(𝑡) + ∑ 𝑄𝑖 (𝑡, 𝑥(𝑡 − 𝑔(𝑡)))
𝑝
𝑖=1

∆
+ ∫ (𝐷(𝑡, 𝑠)𝑓(𝑥(𝑠)) + ℎ(𝑠))∆𝑠

𝑡

−∞
         (1.2),       

 

by assuming 𝑎(𝑡) is a continuous real-valued function.Taking into consideration  𝑄: ℝ ×

ℝ → ℝ  , 𝐷: ℝ × ℝ → ℝ , 𝑓: ℝ → ℝ, 𝑥: ℝ → ℝ  𝑎𝑛𝑑 ℎ: ℝ → ℝ are continuous function, 

and to ensure periodicity the following assumption has been made 

 𝑎(𝑡),   𝑔(𝑡),   𝐷(𝑡, 𝑥) , 𝑄(𝑡, 𝑥)are periodic functions. 
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  We are interested to study the existence of periodic solutions of Eq (1.2) on the space 

called Time scale. Time scale is a relatively new subject it has been presented by the 

following definition a time scale 𝕋 is a closed nonempty subset of ℝ. The main point of this 

space is unifying the theory of difference equations with that of differential equations. Let 

0 ∈ 𝕋 and g∶ 𝕋 → ℝ, 𝑖𝑑 −  𝑔 ∶   𝕋 →  𝕋 is strictly increasing this leads that 𝑥(𝑡 −  𝑔(𝑡)) 

is well-defined over 𝕋. The work is inspired and motivated by the works done by 

(Ardjouni, A and Djoudi, A, 2016), for a wealth of reference material on the subject, we 

refer to [3, 4, 5, 6, 7, 8] and [11], and the references in them. 

 

  To achieve the intended result we have to follow the requirements of   Krasnoselskii’s 

fixed point where the theory asks for 𝑧 = 𝐴𝑧 + 𝐵𝑧  yields 𝑧 ∈ 𝑀 where 𝑀 is a convex set 

and 𝐴𝑧 is continuous and compact, 𝐵𝑧 is a contraction. The methodology used in this paper 

is transformed Eq (1.2) into an integral equation that allows us to create two mappings and 

it is the condition of the fixed-point theorem of Krasnoselskii and this is done in lemma 3.2. 

Afterward, we proved that 𝐴𝑧 is continuous and compact, 𝐵𝑧 is a contraction. It helped us 

to implement Krasnoselskii's theorem and to grant us to prove the existence of periodic 

solutions. In the end, we show the uniqueness of the periodic solution by the use of the 

contraction mapping principle.  

 

  This paper structured as follows. In Section 2, we present outlines some preliminary 

background material to be used in the upcoming sections. In addition, some facts will 

provide about the exponential function on a time scale well. The main result has been 

presented in Section 3. 
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2. Preliminaries 

  This section focus to provide the significant notations related to concepts concerning the 

calculus on time scales for dynamic equations mostly all definitions, lemmas, and theorems 

can be found in (Bohner, M, and Peterson, A, 2001 and 2003). A time scale 𝕋 is a closed 

nonempty subset of ℝ. For t ∈ 𝕋 the forward jump operator 𝜎, and the backward jump 

operator 𝜌, respectively, are defined as 

 

 𝜎 (𝑡)  =  𝑖𝑛𝑓 {𝑠 ∈  𝕋 ∶  𝑠 >  𝑡} 𝑎𝑛𝑑  𝜌 (𝑡)  =  𝑠𝑢𝑝 {𝑠 ∈  𝕋 ∶  𝑠 <  𝑡}. 

 

 These operators allow elements in the time scale to be classified as follows. We say 𝑡 is 

i. right scattered  if σ (t) > t, 

ii. right dense if σ (t) = t, 

iii. left scattered if ρ (t) < t, 

iv. left dense if ρ (t) = t. 

  

The graininess function  𝜇:  𝕋 →  [0, ∞), is defined by 𝜇 (t) = 𝜎 (t)-t and gives the distance 

between an element and its successor. We set inf ∅ = sup 𝕋 and sup ∅ = inf 𝕋. If 𝕋 has a 

left scattered maximum M, we define 𝕋𝑘 = 𝕋 \ {M}. Otherwise, we define 𝕋𝑘 = 𝕋. If 𝕋 has 

a right scattered minimum m, we define 𝕋𝑘 = 𝕋 \ {m}. Otherwise, we define 𝕋𝑘 = 𝕋. 

 

Let 𝑡 ∈ 𝕋𝑘  and let 𝑓: 𝕋 → ℝ. The delta derivative of 𝑓 (𝑡), denoted by 𝑓∆ (t), is defined to 

be the number (when it exists), with the property that, for each 𝜖 > 0, there is a neighborhood 

U of 𝑡 such that  

 

|𝑓(𝜎(𝑡)) − 𝑓(𝑠) − 𝑓∆(𝑡)[𝜎(𝑡) − 𝑠]| ≤ 𝜖|𝜎(𝑡) − 𝑠| 
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for all s ∈ U. If  𝕋 = ℝ then 𝑓∆(𝑡) = 𝑓′ (t) is the usual derivative. If 𝕋 = ℤ then  𝑓∆(𝑡) =

∆𝑓(𝑡) = 𝑓(𝑡 + 1) − 𝑓(𝑡) is the forward difference of 𝑓 at 𝑡. 

 

A function 𝑓 is right dense continuous (rd-continuous), 𝑓 ∈ 𝐶𝑟𝑑= 𝐶𝑟𝑑 (𝕋, ℝ), if it is 

continuous at every right dense point 𝑡 ∈ 𝕋 and its left-hand limits exist at each left dense 

point t ∈ T. function  𝑓 : 𝕋 → ℝ is differentiable on 𝕋𝑘 provided 𝑓∆(𝑡) exists for all t ∈ 𝕋𝑘. 

 

We are now able to state some properties of the delta-derivative of 𝑓. Note that 𝑓𝜎(t) = 

𝑓 (𝜎(𝑡)). 

 

Theorem 2.1. [7]. Assume that 𝑓, 𝑔: 𝕋 →   ℝ  are differentiable at 𝑡 ∈  𝕋𝑘 and let 𝛼 be a 

scalar. 

i.   (𝑓 + 𝑔)∆(𝑡) = 𝑓∆(𝑡) + 𝑔∆(𝑡). 

ii.  (𝛼𝑓)∆(𝑡) = 𝛼𝑓∆(𝑡). 

iii.  (𝑓𝑔)∆(𝑡) = 𝑓∆(𝑡)𝑔(𝑡) + 𝑓𝜎(𝑡)𝑔∆(𝑡). 

iv.  (𝑓𝑔)∆(𝑡) = 𝑓(𝑡)𝑔∆(𝑡) + 𝑓∆(𝑡)𝑔𝜎(𝑡).        (The product rules) 

v.  If  𝑔(𝑡)𝑔𝜎(𝑡)   ≠0 then 

                                                      (
𝑓

𝑔
)

∆
(𝑡) =

𝑓∆(𝑡)𝑔(𝑡)−𝑓(𝑡)𝑔∆(𝑡)

𝑔(𝑡)𝑔𝜎(𝑡)
.     

 

The first two theorems deal with the composition of two functions. The first theorem is the 

chain rule on time scales (Bohner, M, and Peterson, A, 2001: Theorem 1.93). 

 

Theorem 2.2 (Chain Rule). Assume, v: 𝕋 → ℝ is strictly increasing and 𝕋̃:= 𝑣(𝕋) is a time 

scale. 

 Let w: 𝕋̃ →   R. If 𝑣∆(𝑡) and 𝑤 ∆̀(𝑣(𝑡)) exist for  t ∈ 𝕋𝑘, then  (𝑤 ∘ 𝑣)∆ = (𝑤∆́ ∘ 𝑣)𝑣∆. 
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In the sequel, we will need to differentiate and integrate functions of the form  

𝑓(𝑡 − 𝑔(𝑡)) = 𝑓(𝑣(𝑡)), where 𝑣(𝑡) ≔ 𝑡 − 𝑔(𝑡). The second theorem is the substitution 

rule (Bohner, M, and Peterson, A, 2001: Theorem 1.98). 

 

Theorem 2.3 (Substitution). Assume 𝑣: 𝕋 → ℝ is strictly increasing and  𝕋̃:= 𝑣(𝕋) is a 

time scale. If 𝑓: 𝕋 → ℝ is an rd-continuous function and 𝑣 is differentiable with rd-

continuous derivative, then for 𝑎, 𝑏 ∈ 𝕋, 

 

∫ 𝑓(𝑡)𝑣∆(𝑡)∆𝑡 = ∫ (𝑓 ∘ 𝑣−1)(𝑠)
𝑣(𝑏)

𝑣(𝑎)

𝑏

𝑎

∆̃s 

                                     

A function  𝑝 ∶  𝕋 →  ℝ is said to be regressive provided 1 + 𝜇(𝑡)𝑝(𝑡) ≠ 0 for all  ∈ 𝕋𝑘 . 

The set of all regressive rd-continuous functions 𝑓 ∶  𝕋 →  ℝ is denoted by ℛ while the set 

ℛ+ is given by 

 

ℛ+ = {𝑓 ∈ ℛ: 1 + 𝜇(𝑡)𝑓(𝑡) > 0   𝑓𝑜𝑟 𝑎𝑙𝑙 𝑡 ∈ 𝕋}. 

 

Let 𝑝 ∈ ℛ and 𝜇(𝑡) ≠ 0 for all 𝑡 ∈ 𝕋. The exponential function on 𝕋 is defined by 

 

                                  𝑒𝑝(𝑡, 𝑠) = exp (∫
1

𝜇(𝑧)
𝑙𝑜𝑔(1 + 𝜇(𝑧)𝑝(𝑧)) ∆𝑧

𝑡

𝑠

) .                                  (2.1) 

 

It is well known that if 𝑝 ∈ ℛ+, then 𝑒𝑝(t, s) > 0 for all t ∈ 𝑇.  Also, the exponential function 

y (t) = 𝑒𝑝(t, s) is the solution to the initial value problem 𝑦∆ =𝑝(𝑡)𝑦, 𝑦(𝑠) = 1. Other 

properties of the exponential function are given in the following lemma, (Bohner, M, and 

Peterson, A, 2001: Theorem 2.36). 
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Lemma 2.4. Let 𝑝, 𝑞 ∈ ℛ. Then 

i. 𝑒0(𝑡, 𝑠) = 1 𝑎𝑛𝑑 𝑒𝑝(𝑡, 𝑡) = 1, 

ii. 𝑒𝑝(𝜎(𝑡), 𝑠) = (1 + 𝜇(𝑡)𝑝(𝑡))𝑒𝑝(𝑡, 𝑠), 

iii. 
1

𝑒𝑝(𝑡,𝑠)
= 𝑒⊖𝑝(𝑡, 𝑠), 𝑤ℎ𝑒𝑟𝑒 ⊖ 𝑝(𝑡) = −

𝑝(𝑡)

1+𝜇(𝑡)𝑝(𝑡)
  , 

iv. 𝑒𝑝(𝑡, 𝑠) =
1

𝑒𝑝(𝑠,𝑡)
= 𝑒⊖𝑝(𝑠, 𝑡) , 

v. 𝑒𝑝(𝑡, 𝑠)𝑒𝑝(𝑠, 𝑟) = 𝑒𝑝(𝑡, 𝑟)  , 

vi. (
1

𝑒𝑝(.,𝑠)
)∆ = −

𝑝(𝑡)

𝑒𝑝
𝜎(.,𝑠)

  . 

 

  The notion of periodic time scales and the next two definitions are quoted from (Atici, 

F.M et al, 1999) and ( Kaufmann, E.R and Raffoul, Y.N, 2006). 

 

Definition 2.5. We say that a time scale 𝕋 is periodic if there exists 𝑝 >  0, such that, if 

 ∈ 𝕋 , then 𝑡 ±  𝑝 ∈ 𝕋. For 𝕋 ≠ ℝ, the smallest positive 𝑝 with this property called the 

period of the time scale. 

 

Example 2.6. The following time scales are periodic. 

1. 𝕋 = ⋃ [2(𝑖 − 1)ℎ, 2𝑖ℎ], ℎ > 0 ℎ𝑎𝑠 𝑝𝑒𝑟𝑖𝑜𝑑 𝑝 = 2ℎ∞
𝑖=−∞ . 

2. 𝕋 = ℎ𝑍 ℎ𝑎𝑠 𝑝𝑒𝑟𝑖𝑜𝑑 𝑝 = ℎ. 

3. 𝕋 =ℝ 

4. 𝕋 = {𝑡 = 𝑘 − 𝑞𝑚: 𝑘 ∈ 𝑧, 𝑚 ∈ 𝑁0}, 𝑤ℎ𝑒𝑟𝑒 0 < 𝑞 < 1 ℎ𝑎𝑠 𝑝𝑒𝑟𝑖𝑜𝑑 𝑝 = 1. 

 

Remark 2.7 ([11]). All periodic time scales are unbounded above and below. 
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Definition 2.8. Let 𝕋 ≠ ℝ be a periodic time scale with period 𝑝. We say that the function 

𝑓: 𝕋 → ℝ is periodic with period T if there exists a natural number n such that 𝑇 =

𝑛𝑝, 𝑓(𝑡 ± 𝑇) = 𝑓(𝑡) for all 𝑡 ∈ 𝕋and T is the smallest number such that 𝑓(𝑡 ± 𝑇) = 𝑓(𝑡). 

 

If 𝕋 = ℝ, we say that f is periodic with period T > 0 if T is the smallest positive number 

such that f(t ± T) = f(t) for all 𝑡 ∈ 𝕋. 

 

Remark 2.9 ([11]). If 𝕋 is a periodic time scale with period 𝑝, then 

𝜎(𝑡 ± 𝑛𝑝) = 𝜎(𝑡) ± 𝑛𝑝. 

Consequently, the graininess function 𝜇  𝑠𝑎𝑡𝑖𝑠𝑓𝑖𝑒𝑠 

𝜇(𝑡 ± 𝑛𝑝) = 𝜎(𝑡 ± 𝑛𝑝) − (𝑡 ± 𝑛𝑝) = 𝜎(𝑡) − 𝑡 = 𝜇(𝑡), 

and so, is a periodic function with period 𝑝. 
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  In this section, we will present the main result. The following conditions should be 

assumed, Let 𝐶(𝕋, ℝ) be the space of all real-valued continuous functions on 𝕋.  

Define 

ℋ𝑇 = {𝜑𝜖𝐶(𝕋, ℝ): 𝜑(𝑡 + 𝑇) = 𝜑(𝑡)}, 𝑤ℎ𝑒𝑟𝑒 𝑇 >  0;  𝑇 ∈  𝕋 , 

 

 then ℋ𝑇 is a Banach space with the supremum norm  

 

‖𝑥‖ = 𝑠𝑢𝑝|𝑥(𝑡)|,    𝑡 ∈ [0, 𝑇]. 

 

If 𝕋 ≠ ℝ, 𝑇 = 𝑛𝑝 for some 𝑛 ∈ ℕ. By the notation [a, b] we mean 

 

[𝑎, 𝑏]  =  {𝑡 ∈ 𝕋: 𝑎 ≤ 𝑡 ≤ 𝑏}, 

 

unless otherwise specified. The intervals [𝑎, 𝑏), (𝑎, 𝑏], 𝑎𝑛𝑑 (𝑎, 𝑏)are defined similarly. For 

all ∈ 𝕋 ,  let 𝑎(𝑡)  > 0 and  𝑎 ∈ ℛ+,  where  𝑎(𝑡) is a continuous, and  

 

              𝑎(𝑡 +  𝑇) =  𝑎(𝑡), 𝑔(𝑡 + 𝑇) = 𝑔(𝑡), 𝐷(𝑡 + 𝑇, 𝑢 + 𝑇) = 𝐷(𝑡, 𝑢)                         (3.1) 

 

where 𝑖𝑑 is the identity function on 𝕋. We also assume that 𝑄(𝑡, 𝑥) and 𝑓 (𝑥) are continuous 

and periodic in 𝑡 and Lipschitz continuous in x. That is, 

                                                        𝑄(𝑡 + 𝑇, 𝑥) = 𝑄(𝑡, 𝑥)                                                   (3.2) 

and there are positive constants  𝐸1 , 𝐸2, 𝐸3𝑎𝑛𝑑 𝐸4 such that 

 

                                       ∑ |𝑄𝑖(𝑡, 𝑥) − 𝑄𝑖(𝑡, 𝑦)|𝑝
𝑖=1 ≤ 𝐸1‖𝑥 − 𝑦‖   ,                                 (3.3) 

                                              |𝑓(𝑥) − 𝑓(𝑦)| ≤  𝐸2‖𝑥 − 𝑦‖  ,                                              (3.4)         

and,                                     ∫ |𝐷(𝑡, 𝑢)| ∆𝑢 ≤ 𝐸3
𝑡

−∞
 ,   ℎ(𝑠) ≤ 𝐸4,                                             (3.5) 
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Lemma 3.1. [11]. Let x∈ ℋ𝑇. Then ‖𝑥𝜎‖ exists and ‖𝑥𝜎‖ = ‖𝑥‖. 

 

  The following lemma allow us converting Eq (1.2) to an equivalent integral 

equation,            

Lemma 3.2. Suppose (3.1), (3.2) hold,  𝑖𝑓 𝑥 ∈ ℋ𝑇 then x is a solution of Eq (1.2) if and 

only if 

                              𝑥(𝑡) = ∑ 𝑄𝑖(𝑡, 𝑥(𝑡 − 𝑔(𝑡)) + (1 − 𝑒⊖𝑎(𝑡, 𝑡 − 𝑇))−1𝑝
𝑖=1  

                                     × [∫ −𝑎(𝑢) ∑ 𝑄𝑖
𝜎 (𝑢, 𝑥(𝑢 − 𝑔(𝑢))) 𝑒⊖𝑎(𝑡, 𝑢)∆𝑢

𝑝
𝑖=1

𝑡

𝑡−𝑇
 

                                    + ∫ ∫ (𝐷(𝑢, 𝑠)𝑓(𝑥(𝑠)) + ℎ(𝑠)) ∆𝑠 𝑒⊖𝑎(𝑡, 𝑢)∆𝑢]
𝑢

−∞

𝑡

𝑡−𝑇
. 

. 

Proof. Let 𝑥 (𝑡)  ∈ ℋ𝑇 be a solution of Eq (1.2). By writing Eq (1.2) as 

[𝑥(𝑡) − ∑ 𝑄𝑖

𝑝

𝑖=1

(𝑡, 𝑥(𝑡 − 𝑔(𝑡)))]∆ = −𝑎(𝑡)𝑥(𝑡) + ∫ [𝐷(𝑡, 𝑠)𝑓(𝑥(𝑠)) + ℎ(𝑠)]∆𝑠
𝑡

−∞

 

Adding 𝑎 (𝑡) ∑ 𝑄𝜎  ((𝑡, 𝑥(𝑡 − 𝑔(𝑡)))
𝑝
𝑖=1  to both sides of the last equation, we obtain 

 

[𝑥(𝑡) − ∑ 𝑄𝑖

𝑝

𝑖=1

(𝑡, 𝑥(𝑡 − 𝑔(𝑡)))]

∆

=  

                                                                        −𝑎(𝑡)[𝑥𝜎(𝑡) −  ∑ 𝑄𝑖
𝜎  ((𝑡, 𝑥(𝑡 − 𝑔(𝑡)))

𝑝
𝑖=1 ]                                       

                                                             − 𝑎(𝑡) ∑ 𝑄𝑖
𝜎  ((𝑡, 𝑥(𝑡 − 𝑔(𝑡)))

𝑝
𝑖=1      

                                                                    + ∫ [𝐷(𝑡, 𝑠)𝑓(𝑥(𝑠)) + ℎ(𝑠)]∆𝑠
𝑡

−∞
                                        (3.6)                

 

Multiply both sides of (3.6) by  𝑒𝑎(𝑡, 0)and then integrate from 𝑡 −  𝑇 𝑡𝑜 𝑡 to get 
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[𝑥(𝑡) − ∑ 𝑄𝑖 (𝑡, 𝑥(𝑡 − 𝑔(𝑡)))
𝑝

𝑖=1
]𝑒𝑎(𝑡, 0) − [𝑥(𝑡 − 𝑇)

− ∑ 𝑄𝑖(𝑡 − 𝑇, 𝑥(𝑡 − 𝑇 − 𝑔(𝑡 − 𝑇)))]𝑒𝑎(𝑡 − 𝑇, 0)

𝑝

𝑖=1

= ∫ [−𝑎(𝑢) ∑ 𝑄𝑖
𝜎 (𝑢, 𝑥(𝑢 − 𝑔(𝑢))) 𝑒𝑎(𝑢, 0)∆𝑢

𝑝

𝑖=1

𝑡

𝑡−𝑇

             

+ ∫ (𝐷(𝑢, 𝑠)𝑓(𝑥(𝑠)) + ℎ(𝑠))∆𝑠]𝑒𝑎(𝑢, 0)∆𝑢
𝑢

−∞

 

 

By dividing both sides of the above equation by  𝑒𝑎(𝑡, 0), and due to the fact that 𝑥(𝑡) is a 

periodic function of period T and using equations (3.1), (3.2), we arrive at 

 

𝑥(𝑡) = ∑ 𝑄𝑖(𝑡, 𝑥(𝑡 − 𝑔(𝑡)) + (1 − 𝑒⊖𝑎(𝑡, 𝑡 − 𝑇))−1
𝑝

𝑖=1
. 

                                           × [∫ −𝑎(𝑢) ∑ 𝑄𝑖
𝜎 (𝑢, 𝑥(𝑢 − 𝑔(𝑢))) 𝑒⊖𝑎(𝑡, 𝑢)∆

𝑝
𝑖=1

𝑡

𝑡−𝑇
 

         + ∫ ∫ (𝐷(𝑢, 𝑠)𝑓(𝑥(𝑠)) + ℎ(𝑠)) ∆𝑠 𝑒⊖𝑎(𝑡, 𝑢)∆𝑢]
𝑢

−∞

𝑡

𝑡−𝑇

 

 

  We will introduce the state of Krasnoselskii's fixed-point theorem and apply this theorem 

to prove the existence of a periodic solution 

 

Theorem 3.3 (Krasnoselskii). Let 𝕄be a closed convex nonempty subset of a 

Banach space (𝐵, ‖. ‖ Suppose that A and B are two mappings from 𝕄 into 𝔹 such that 

(i) 𝑥, 𝑦 ∈ 𝕄, 𝑖𝑚𝑝𝑙𝑖𝑒𝑠 𝐴𝑥 + 𝐵𝑦 ∈ 𝕄 

(ii) A is compact and continuous, 

(iii) B is a contraction mapping. 

        Then there exists  𝑧 ∈ 𝕄 𝑤𝑖𝑡ℎ 𝑧 = 𝐴𝑧 + 𝐵𝑧 . 
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For its proof, we refer the reader to (Smart, D.R, 1980). As the structure hypothesis of 

theorem 3.3 states, there are two mappings, one is a contraction and the other is compact. 

Therefore, we will define an operator as following، let 𝑃: ℋ𝑇 → ℋ𝑇 such that, 

(𝑃𝜑)(𝑥) = ∑ 𝑄
𝑖
(𝑡, 𝜑

𝑝

𝑖=1

(𝑡 − 𝑔(𝑡))) 

                       +(1 − 𝑒⊖𝑎(𝑡, 𝑡 − 𝑇))
−1

[∫ −𝑎(𝑢) ∑ 𝑄𝑖
𝜎 (𝑢, 𝜑(𝑢 −  𝑔(𝑢))) 𝑒⊖𝑎(𝑡, 𝑠)∆𝑢  

𝑝
𝑖=1

𝑡

𝑡−𝑇
                                                                                                                                                                             

                   +∫ ∫ (𝐷(𝑢, 𝑠)𝑓(𝜑(𝑠)) + ℎ(𝑠)) ∆𝑠  𝑒⊖𝑎(𝑡, 𝑠)∆𝑢]
𝑢

−∞

𝑡

𝑡−𝑇
. 

 

By using the same steps in (Althubiti, S et al, 2013), we can prove that, (𝑃𝜑)(𝑥) is periodic 

in t of period T. 

Now by expressing equation (3.7) as 

(𝑃𝜑)(𝑡) =  (𝐵𝜑)(𝑡) +  (𝐴𝜑)(𝑡); 

where A and B are given by 

                                                        (𝐵𝜑)(𝑡) =  ∑ 𝑄𝑖(𝑡, 𝜑
𝑝
𝑖=1 (𝑡 − 𝑔(𝑡))),                                                 (3.8) 

and,             

(𝐴𝜑)(𝑡) = (1 − 𝑒⊖𝑎(𝑡, 𝑡 − 𝑇))
−1

[∫ −𝑎(𝑢) ∑ 𝑄𝑖
𝜎 (𝑢, 𝜑(𝑢 −  𝑔(𝑢))) 𝑒⊖𝑎(𝑡, 𝑠)∆𝑢    

𝑝
𝑖=1

𝑡

𝑡−𝑇
                           

              +  ∫ ∫ (𝐷(𝑢, 𝑠)𝑓(𝜑(𝑠)) + ℎ(𝑠)) ∆𝑠  𝑒⊖𝑎(𝑡, 𝑠)∆𝑢]
𝑢

−∞

𝑡

𝑡−𝑇
                                      (3.9).                                    

 

We are trying to achieve that (𝐵𝜑) (𝑡) is contraction and (𝐴𝜑) (𝑡) is compact 

this can be done by providing these two lemmas. Before introducing the lemmas we define 

the following constants 

 

                                     𝜏 ≔  𝑚𝑎𝑥𝑡∈[0,𝑇] |(1 − 𝑒𝜃𝑎(𝑡, 𝑡𝑇))
−1

|, 

                                        𝜈 ≔ | 𝑚𝑎𝑥𝑢∈[𝑡−𝑇,𝑡] 𝑒𝜃𝑎(𝑡, 𝑢)|,                                                (3.10) 

                                    𝜌 ≔  𝑚𝑎𝑥𝑡∈[0,𝑇]|𝑎(𝑡)|. 
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Lemma 3.4. If A is defined by (3.9), then A is continuous and the image of A is contained 

in a compact set.  

 

Proof. We will start by proving 𝐴 is continuous we define 𝐴 as (3.9). Let 𝜑, 𝜓 ∈ ℋ𝑇, for a 

given 𝜀 > 0, take 𝛿 =
𝜀

Ν
  with 𝛮 = 𝜏𝜈𝑇[𝜌𝐸1 + 𝐸2𝐸3], now for ‖𝜑 − 𝜓‖ < 𝛿, and by using 

(3.3) into (3.5), we get  

 

‖𝐴𝜑 − 𝐴𝜓‖ ≤ 𝜏𝜈𝑇[𝜌𝐸1 + 𝐸2𝐸3]‖𝜑 − 𝜓‖ ≤ Ν‖𝜑 − 𝜓‖ ≤ Ν𝛿 ≤ 𝜀. 

 

This shows that A is continuous. The second step is showing 𝐴 is a compact set using 

Ascoli-Arzela's theorem (DiBenedetto, E, and Debenedetto, E, 2002) which states that 

for 𝐴 ⊂  𝛸, 𝐴 is compact if and only if 𝐴 is bounded, and equicontinuous. 

 

Let  Ω = {𝜑 ∈ ℋ𝑇: ‖𝜑‖ ≤ 𝛶}, where 𝛶 is any fixed positive constant, from (3.3)  and (3.4) 

we have, 

 

∑|𝑄𝑖(𝑡, 𝑥)|

𝑝

𝑖=1

= ∑ |𝑄𝑖(𝑡, 𝑥) − 𝑄𝑖(𝑡, 0) + 𝑄𝑖(𝑡, 0)|
𝑝

𝑖=1
 

                                                          ≤ ∑ [|𝑄𝑖(𝑡, 𝑥 ) − 𝑄𝑖(𝑡, 0)| + |𝑄𝑖(𝑡, 0)|𝑝
𝑖=1 ] 

                                                          ≤ 𝐸1‖𝑥‖ + 𝛼, 

where α=𝑠𝑢𝑝𝑡∈[0,𝑇] ∑ |𝑄𝑖(𝑡, 0)|𝑝
𝑖=1 .  

In the same way, 

                                |𝑓(𝑥)| = |𝑓(𝑥) − 𝑓(0)| ≤ 𝐸2‖𝑥‖. 

 

Taking into consideration, 𝑓(0) = 0. Let  𝜑𝑛 ∈ 𝛺  where 𝑛 is a positive integer with 𝐿 =

𝜏𝜈𝑇[𝜌(𝐸1𝛶 + 𝛼) + 𝛶𝐸2𝐸3+𝐸4]  where 𝐿 > 0, Therefore,  
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‖𝐴𝜑𝑛
‖ = |(1 − 𝑒⊖𝑎(𝑡, 𝑡 − 𝑇))

−1
[∫ −𝑎(𝑢) ∑ 𝑄𝑖

𝜎 (𝑢, 𝜑𝑛(𝑢 − 𝑔(𝑢))) 𝑒⊖𝑎(𝑡, 𝑠)∆𝑢

𝑝

𝑖=1

𝑡

𝑡−𝑇

+ ∫ ∫ (𝐷(𝑢, 𝑠)𝑓(𝜑𝑛(𝑠)) + ℎ(𝑠)) ∆𝑠 𝑒⊖𝑎(𝑡, 𝑠)∆𝑢
𝑢

−∞

𝑡

𝑡−𝑇

]| 

≤ 𝑚𝑎𝑥𝑡∈[0,𝑇] |(1 − 𝑒⊖𝑎(𝑡, 𝑡 − 𝑇))
−1

[∫ −𝑎(𝑢) ∑ 𝑄𝑖
𝜎 (𝑢, 𝜑𝑛(𝑢 − 𝑔(𝑢))) 𝑒⊖𝑎(𝑡, 𝑠)∆𝑢

𝑝

𝑖=1

𝑡

𝑡−𝑇

+ ∫ ∫ (𝐷(𝑢, 𝑠)𝑓(𝜑𝑛(𝑠)) + ℎ(𝑠)) ∆𝑠 𝑒⊖𝑎(𝑡, 𝑠)∆𝑢
𝑢

−∞

𝑡

𝑡−𝑇

]| 

 

       ≤ 𝜏𝜈 ∫ [𝜌(𝐸1‖𝜑𝑛‖ + 𝛼) + ∫ |𝐷(𝑢, 𝑠)𝑓(𝜑𝑛(𝑠)) + ℎ(𝑠)|∆𝑠
𝑢

−∞
]

𝑡

𝑡−𝑇
∆𝑢 

       ≤ 𝜏𝜈 ∫ [𝜌(𝐸1‖𝜑𝑛‖ + 𝛼) + 𝐸2𝐸3‖𝜑𝑛‖+𝐸4]
𝑡

𝑡−𝑇
𝑑𝑢 

       ≤ 𝜏𝜈𝑇[𝜌(𝐸1‖𝜑𝑛‖ + 𝛼) + 𝐸2𝐸3‖𝜑𝑛‖+𝐸4] 

        ≤ 𝜏𝜈𝑇[𝜌(𝐸1Υ + 𝛼) + Υ𝐸2𝐸3+𝐸4] ≤ 𝐿. 

 

This is showing that  𝐴 is bounded. To prove A is equicontinuous we need to find  

(𝐴𝜑𝑛)∆(𝑡) and prove that it is uniformly bounded. Therefore, after derivative (3.9) with 

using (3.3) - (3.5) we get, 

 

 

(𝐴𝜑𝑛)∆(𝑡)= 

                 −𝑎(𝑡)𝐴(𝜑𝑛)𝜎(𝑡) −  𝑎(𝑡) ∑ 𝑄𝑖
𝜎 (𝑡, 𝜑𝑛(𝑡 − 𝑔(𝑡)))

𝑝
𝑖=1 + ∫ (𝐷(𝑡, 𝑠)𝑓(𝜑𝑛(𝑠)) + ℎ(𝑠))∆𝑠

𝑡

−∞
. 

 

The above expression yields ‖(𝐴𝜑𝑛)∆‖  ≤ 𝑍 where Z is some positive constant. Hence, by 

Ascoli-Arzela's theorem 𝐴𝜑 is compact. 

 

 

Lemma 3.5.  If 𝐵 is given by (3.8) with 𝐸1 <  1, and (3.3) hold, then 𝐵 is a contraction. 

 Proof. Let B be defined by (3.8). Then for  𝜑, 𝜓 ∈ ℋ𝑇  we have 
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‖(𝐵𝜑)(𝑡) − (𝐵𝜓)(𝑡)‖ = 𝑠𝑢𝑝𝑡∈[0,𝑇]|(𝐵𝜑)(𝑡) − (𝐵𝜓)(𝑡)| 

                                      = 𝑠𝑢𝑝𝑡∈[0,𝑇] ∑ |𝑄𝑖(𝑡, 𝜑(𝑡 − 𝑔(𝑡))) − 𝑄𝑖(𝑡, 𝜓(𝑡 − 𝑔(𝑡)))|𝑝
𝑖=1 . 

By using (3.3), then  

‖(𝐵𝜑)(𝑡) − (𝐵𝜓)(𝑡)‖ ≤ 𝐸1𝑠𝑢𝑝𝑡∈[0,𝑇]‖𝜑(𝑡 − 𝑔(𝑡)) − 𝜓(𝑡 − 𝑔(𝑡)) ‖ 

As  𝐸1 < 1 therefore, 𝐵 defines a contraction. 

 

Theorem 3.6. Suppose (3.1)-(3.5) hold. Let α=𝑠𝑢𝑝𝑡 ∈[0,𝑇] ∑ |𝑄𝑖(𝑡, 0)|𝑝
𝑖=1  , and let 𝒦 be a 

positive constant satisfying the inequality   

 

𝜏𝜈𝑇[𝜌(𝐸1𝒦 + 𝛼) + 𝐸2𝐸3𝒦+𝐸4] + 𝐸1𝒦 + 𝛼 ≤ 𝒦 

 

Let ℳ =  {𝜑 ∈ ℋ𝑇: ‖𝜑‖ ≤ 𝒦}. Then Eq (1.2) has a solution in ℳ. 

 

Proof.  First, we will define ℳ =  {𝜑 ∈ ℋ𝑇: ‖𝜑‖ ≤ 𝒦}. By knowing, that A is continuous 

and AM contained in a compact set from lemma (3.4).  In addition, the mapping 𝐵 is a 

contraction from lemma (3.5). It is clear that 𝐴, 𝐵: ℋ𝑇 → ℋ𝑇. The aim is showing 

that   ‖𝐴𝜑 + 𝐵𝜓‖ ≤ 𝒦. Let 𝜑, 𝜓 ∈ ℳ, with ‖𝜑‖, ‖𝜓‖ ≤ 𝒦. Then, 

 

‖𝐴𝜑 + 𝐵𝜓‖ ≤  ‖𝐴𝜑‖ + ‖𝐵𝜓‖ 

Lemma 3.4 says that, 

 

‖𝐴𝜑𝑛
‖ ≤  𝜏𝜈𝑇[𝜌𝐸1(‖𝜑𝑛‖ + 𝛼) + 𝐸2𝐸3‖𝜑𝑛‖+𝐸4] 

Therefore, 

‖𝐴‖ + ‖𝐵‖ ≤  𝜏𝜈𝑇[𝜌𝐸1(‖𝜑𝑛‖ + 𝛼) + 𝐸2𝐸3‖𝜑𝑛‖+𝐸4] + 𝐸1‖𝜓‖ + 𝛼 

                                       ≤  𝜏𝜈𝑇[𝜌𝐸1(𝒦 + 𝛼) + 𝐸2𝐸3𝒦+𝐸4] + 𝐸1𝒦 + 𝛼 ≤ 𝒦. 
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Hence, all conditions of Theorem 3.3 are proven. Thus, there exists a fixed point 𝑧 in ℳ. 

By Lemma 3.2, this fixed point is a solution of Eq (1.2).  Therefore, Eq (1.2) has a T-

periodic solution. 

 

Theorem 3.7. Let (3.1)-(3.5) hold if  

 

𝐸1+𝜏𝜈𝑇(𝜌𝐸1) + 𝑇𝐸3𝐸2 < 1 

Then Eq (1.2) has a unique T-periodic solution. 

 

Proof. Let  𝜑, 𝜓𝜖 ℋ𝑇 . We define 𝑃 as Eq (3.7).  We have, 

 

‖𝑃𝜑−𝑃𝜓‖ < [𝐸1+𝜏𝜈𝑇(𝜌𝐸1) + 𝑇𝐸3𝐸2]‖𝜑 − 𝜓‖. 

 

This completes the proof of Theorem 3.7. 

 

CONCLUSION 

  The aim of this study to convert Eq (1.2) into an integral equation and employ 

Theorem 3.3, provide the existence of periodic solutions. The integral equation helps us to 

create two mappings, one of them is a contraction and the other is completely continuous. 

Besides, we show the uniqueness of the periodic solution by using the contraction mapping 

principle that has been mentioned in theorem 3.7. 
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[9]   DiBenedetto, E and Debenedetto, E (2002).  Real analysis. Boston: Birkhäuser. 

 

[10] Kaufmann, E.R and Raffoul, Y.N (2007). Stability in neutral nonlinear dynamic 

equations on a time scale with functional delay. Dynam. systems Appl. 16, 561-570. 

[11]  Kaufmann, E.R and Raffoul, Y.N (2006). Periodic solutions for a neutral nonlinear 

dynamical equation on a time scale. J. Math. Anal. Appl. 319 no. 1, 315-325. 

[12] Makhzoum, H. A and Elmansouri, R. A (2018).The existence and uniqueness of 

periodic solutions for a nonlinear neutral first-order differential equation with 

functional delay. Libyan Journal of Science & Technology. 2(7), pp. 114–117. 

 

[13]  Smart, D.R (1980). Fixed Point Theorems Cambridge Univ. Press. Cambridge.  


