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1. Introduction 

Sedimentary formations are capable of transmitting an electric 

current only by means of the interstitial and adsorbed water they 

contain. They would be non-conductive if they were entirely dry.  

The interstitial or connate water containing dissolved salts 

constitutes an electrolyte capable of conducting current, as these 

salts dissociate into positively charged cations, such as Na+ and 

Ca++ , and negatively charged anions, such as Cl- and SO4 - . 

These ions move under the influence of an electrical field and 

carry an electrical current through the solution. The greater the 

salt concentration, the greater the conductivity of the connate 

water. The electrical resistivity (reciprocal of conductivity) of a 

fluid-saturated rock is its ability to impede the flow of electric 

current through that rock. Dry rocks exhibit infinite resistivity. 

The resistivity of reservoir rocks is a function of salinity of 

formation water, effective porosity, and quantity of hydrocarbons 

trapped in the pore space [1]. Relationships among these 

quantities indicate that the resistivity decreases with increasing 

porosity and increases with increasing petroleum content. 

Resistivity measurements are also dependent upon pore 

geometry, formation stress, and composition of rock, interstitial 

fluids, and temperature. Resistivity is, therefore, a valuable tool 

for evaluating the producibility of a formation. A rock that 

contains oil and/or gas will have a higher resistivity than the 

same rock completely saturated with formation water and the 

greater the connate water saturation, the lower the formation 

resistivity. 

Archie defined the formation resistivity factor Fr as [2]: 

                                   Fr = Ro/Rw                                           (1.1) 

Where Ro is the resistivity of a formation that is fully 

saturated with water, Rw is the resistivity of the water .Ro will be 

greater than Rw and Fr will always be greater than unity.  

 

 

Figure (1.1) shows the qualitative effect of brine resistivity 

(assuming allother factors, such as porosity, cementation, and 

amount of shale remain constant) on (Fr) for limestone and clean 

sand, and shaly (dirty) sand. The formation factor is essentially 

constant for clean sand and limestone. For dirty or shaly sand, 

(Fr) decreases as brine resistivity, Rw, increases; and although 

Ro increases, it does not increase proportionately because the 

clay in the water acts as a conductor. 

 

Figure 1.1: General relationship between formation factor Fr and 

brine resistivity Rw factor (Courtesy of Core Laboratories). [2] 

 

 

 

 

 

AB STRAC T  

Formation resistivity factor (Fr),introduced by Archie , is an important parameter for electric log interpretation .It is defined as the resistivity of rock fully 

saturated with brine (Ro) divided by the resistivity of brine (Rw). This factor is function of porosity, resistivity, tortuosity and cementation factor, which are 

consequently affected also by particle size and degree of compaction .Formation resistivity factor is usually determined experimentally or by using 

empirical approach. During the present paper, we try to develop a new formation resistivity factor (Fr) correlation based on statistical methods, Least 

square, by taking into account different parameter such as brine salinity, particle size and degree of compaction. In addition, this study aims to determine 

the relationship between salinity and corrosion. 

 

Keywords: Formation Resistivity factor, Porosity, Tortuosity, Particle size, compaction, Salinity, Corrosion 
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This effect is dependent upon the type, amount, and manner of 

distribution of the clay in the rock Equation (1.1) is an important 

relation in well-log interpretation for locating potential zones of 

hydrocarbons. Several methods for determining the reservoir 

water resistivity have been developed, including: chemical 

analysis of produced water sample, direct measurement in 

resistivity cell, water catalogs, spontaneous potential (SP) curve, 

resistivity-porosity logs, and various empirical methods. 

 

2.0 Literature Review  

The value of Fr is one of the most important parameters in 

water saturation calculations. The presence of Fr or equivalent 

parameters in all different formulas of water saturation 

calculation such as Archie, Indonesia, Popoun, etc… indicate the 

important role of this parameter in original oil in place estimation 

of a field. 

2.1. Theoretical Formula for Fr  

The formation resistivity factor, 

     Fr = a Ø-m                                                                         (2.1) 

has theoretical derivation in some of the early literature and 
textbooks on well log analysis and core analysis. Most all 
published derivations start with the fundamental definition of 
formation resistivity factor. 

                              Fr = Ro / Rw                                         (2.2) 

Where Ro is the resistivity of the porous media 100% saturated 

with a conductive fluid and Rwis the resistivity of the conductive 

fluid. 

Each derivation requires a simplified model of the porous 

media using geometric shapes of pores, pore throats, and bulk 

volume that are easily described in terms of length and cross-

sectional area for the conduction of ions through the model. 

A general derivation similar to Amyx et al [3]is shown here. 

The definition of resistivity (R) of many materials is 

                             𝑅 = 𝑟𝐴/𝐿                                               (2.3) 

where,  r = resistance of the material.  

A = the cross-sectional area perpendicular to ionic flow.  

L = Length of the ionic flow path.  

Using a cube of salt water, the resistance of the cube could be 
defined as: 

rw= (RwL)/A                                          (2.4) 

where L and A describe the dimensions of the cube of water. A 
cube of porous media of the same dimension of the cube of water 
would have a lesser volume available for water. The matrix is 
assumed to be an insulator as such the portion of the cube. That 
can conduct ionic flow is only the pore space. 

Therefore, an apparent cross-sectional area (Aa) and apparent 
flow path (La) are used. The resistance of the cube is 

r2 = RwLa/Aa                                           (2.5) 

By definition the resistivity of the cube of core saturated with 

water is 

        Ro = r2 A/L                                                (2.6) 

Substituting the last two equations yields: 

       Ro = RwLa A/AaL                                       (2.7) 

Using this definition of Ro in the Fr equation result in: 

                          𝐹𝑟 =
𝐿𝑎 𝐿 

𝐴𝑎 𝐿𝐴 
                                                 (2.8) 

which is the ratio of the apparent flow path to the length of the 

cube compared to the ratio of the apparent cross-sectional area to 

the cross-sectional area of the cube. The ratio of the lengths is 

proportional to tortuosity and is given the symbol a, the tortuosity 

factor. The apparent cross-sectional area is assumed to be equal 

to the product of the actual area and the porosity of the porous 

media (ØA). Using this definition yields 

                                  𝑭𝒓 =
𝒂

∅
                                                    (2.9) 

Porosity has no power as such m can be seen as one. Several 

attempts have been made to obtain a universal formula relating 

porosity, formation resistivity, and cementation factor. If an 

electric current is passed through a block of non-conducting 

porous rock saturated with a conducting fluid, only a portion of 

the pore space participates in the flow of electric current. 

Consequently, total porosity Ø can be divided into two 

components such that [4]: 

chtr                                            (2.10) 

Where Øch and Øtr are, the flowing porosity associated with 

the channels and the porosity associated with the regions of 

stagnation (traps) in a porous rock, respectively. It seems that, 

Øch is corresponding to the ' effective porosity ' used by 

Chilingarian and Øtr is corresponding to the irreducible fluid 

saturation [5].Figures (2.1)and (2.2) show that the electrical 

current can flow only through the channel indicated by C, while 

no current can flow through the trap indicated by T. In Figure 

2.1, the traps are of the dead-end type. The trap in figure 2.2 is 

called an open or symmetry trap. A universal relationship 

between Fr and Øf may be written as [6]: 

𝐹𝑟 = 1 + 𝑓𝐺  
1

∅𝑐ℎ
− 1                                        (2,11) 

Figure 2.1: Portion of porous rock showing dead end trap [4] 

Figure 2.2: Portion of porous rock showing an open or symmetry 

trap [4] 
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                               Øch = Øm                                                   (2.12) 

Where fG is defined as the interior geometry parameter of the 
porous rock, and m ≥ 1. Combining Equations 2.11 and 2.12 
gives: 

𝐹𝑟 = 1 + 𝑓𝐺  
1

∅𝑚
− 1                                        (2,13) 

This is the Rosales relationship between formation resistivity, 
porosity, and cementation factor. If fG = 1, Equation 2.13 gives 
Archie's formula. Equation 2.13 can be expressed as: 

𝐹𝑟 =
𝑓𝐺

∅𝑚 +  1 − 𝑓𝐺                                        (2,14) 

The value of fG for most porous rocks is close to unity. Hence, 

fG/Øm>(1-fG) and Equation 2.14 can be approximated by : 

𝐹𝑟 =
𝑓𝐺

∅𝑚
                                                        (2,15) 

This expression is the Humble formula where fG = a. Thus, 

Archie's formula and Humble's formula are special cases of 

Rosales general formula. Rosales showed experimentally that, for 

sandstones, Equation 2.15 can be written as follows [6]: 

𝐹𝑟 = 1 + 1.03  
1

∅1.73 − 1                              (2,16) 

This expression was compared graphically with the Humble 

formula, Equation 2.17, and Timur et al. formula [7]: 

𝑅𝑤𝑐 =
𝐸

𝐼𝑤𝑐

∅𝐴 𝐿 𝐿𝑎  

𝐿
                                       (2,17) 

                     𝐹𝑟 =
1.13

∅1.73                                                       (2,18) 

 

Figure 2.3 is a log-log plot of Humble Equation (line A), 2.11 

(line B), and 2.18 (line C). The three formulas give approximate 

results within the region of practical interest, i.e., 10 ≤ Ø ≤ 40. As 

Ø approaches unity, however, Equation (2.11) gives a curved line 

that satisfies the condition Fr =1 when Ø =1, whereas Humbler’s 

formula and Timur's et al. formula (Equation 2.18) are straight 

lines for all values of Ø, which does not satisfy that condition. 

 

The tortuosity is: 

                       τ=ØFr                                                                                          (2.19) 

Substituting Equation 2.13 into Equation 2.19 yields a general 

expression for calculating tortuosity: 

𝜏 =  ∅  1 + 𝑓𝐺  
1

∅𝑚 − 1                            (2.20) 

Inasmuch as the value of fG is approximately equal to unity for 

most porous rocks, Equation 2.20 can be written as follows: 

 

 

 

 

 

 

Figure 2.3: Graphical comparisons of Humble Equation (A), 

Rosales Equation (B), and Timur Equation (C) [4]. 

 

Table 3.1:Natural core samples (sandstone) (Attia 2005) [12] 

 

𝜏 =
1

∅𝑚−1                                                      (2.21) 

Combining Equations 2.10, 2.12, and 2.21 gives: 

𝜏 = 1 +
∅𝑡𝑟

∅𝑐ℎ
                              (2.22) 

This expression indicates the physical significance of 

tortuosity in terms of stagnant and flowing porosities. Equation 

2.22 is approximation valid only for consolidated porous rocks. 

For unconsolidated sands, the general expression (Equation 2.20) 

should be used, where fG= 1.49 and m =1.09. 

 

2.2 Formation Resistivity Factor, Fr and Porosity 

As clean sedimentary rocks conduct electricity by virtue of the 

salinity of water contained in their pores, it is natural that the 

porosity is an important factor in controlling the flow of electric 

current. 



Libyan Journal for Engineering Research (LyJER)  Volume (1) № (1)March 2017 

                                                                                                                                                                                         ISSN 2522-6967 

Faculty of Engineering, Benghazi University, Benghazi – Libya                                                                                              

www.lyjer.uob.edu.ly 

4 

 

As a first approximation, one would expect that the current 

conductance would be no more than that represented by the 

fractional porosity, e.g., a formation with 20% connate water 

saturation and 80% oil saturation would be expected to transmit 

no more than 20% of the current that would be transmitted if the 

entire bulk volume conducted to the same degree as the water [8]. 

Table (3-2) clean sandstone 0.3%NaCl 

Fr = (1/Ø)                                                               (2-23) 

 Shlumberege [9], well surving corporations stated that 

the relation between (Fr) and porosity is reported as:  

            Fr = (0.81/Ø2)                                                       (2-24) 

 Zaafran et al, found that the formation resistivity factor 

may well correlated to the porosity and introduce this 

equation based on the better sandstone samples.  

 

               Fr= (1.48/Ø1.66)                                                       (2-25) 

 Perez Rosales, et al. [11], Reported a new formulation 

for formation resistivity factor of fracture porous media 

. 

 

They tried to fit an Archie type equation to the investigated 

data. They showed that it is impossible to get a good match . 

They established a new model based on the physical 

consideration and according to that they obtained the following 

formula: 

          Fr = (1/1-(1-Ø)0.78)                                                  (2-26) 

 

3.0 For Natural Core Sample  

To predict a correlation represents the relation between the 

formation resistivity factor and each of rock porosity and 

cementation factor , we used the laboratory measurements of the 

formation resistivity factor and the porosity for 12 natural core 

samples .The measurements were taken from a previous study 

and are shown in Table (3.1) [12]. 

 

By measuring the electric resistivity of the fully saturated 

samples with (Ro) and water resistivity (Rw), the formation 

resistivity factor (Fr) using the known formula Fr=Ro/Rw for 

each core was determined. 

Resistivity factor and core porosity was obtained. 

Table (3-3) clean sandstone, Fr at 1% NaCl. 

 

Table (3-4): clean sandstone, Fr at 5% NaCl 

 

Tables (3-2) to table (3-4) Show the calculations of using the 

least square method. The best correlation obtained for these 

different values of water salinities were obtained as follows: 

1. Fr at 0.3% NaCl 

Fr = (a / Øm) = (1/Ø1.057) least square                        (3-1) 

 

2. Fr at 1% NaCl 

               Fr = (a/Øm) = (1/Ø1.427) least square                           (3-2) 

3. Fr at 5% NaCl 

              Fr = (a/Øm)= (1/Ø1.698) least square                          (3-3) 
 

A general correlation is obtained by using each of least square 

method determine an average value for the cementation factor 

m= 1.427 and constant a=1 the general correlation is given as: 

               Fr = (a/Øm) = (1/Ø1.427) general equation                  (3-4) 
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Validity of the obtained resistivity factor correlations: 

To check the validity of the obtained correlations and 

possibility of its applications. We used the new correlations 

obtained for the natural core samples equation (3-1) through 

equation (3-4) and compared it with the other different 

correlation in literature. Table (3-5) shows this comparison for a 

core samples have different values of porosity (Ø) and 

cementation factor (m). The difference between the data obtained 

by equation (3-4) and the other correlations is due to neglecting 

the effect of water salinity and confined pressures. 
 

Table (3-5) comparison of equation Humble equation. Perez 

equation.  Zaafran equation Shlumberege equation and present study. 

 

4.0 Conclusions 

Based on the results obtained from this study, we can 
conclude the followings: 

1. The formation resistivity factor which is the ratio of the 

electrical resistivity of porous medium fully saturated with 

water to the water resistivity is very important factor in 

electric log interpretation.  

2. Using some of the natural core samples specifications 

measurements; porosity water salinity and formation 

resistivity factor a new correlation for the formation 

resistivity factor was obtained as Fr =Ø-1.427 . 

3. To check the validity of the obtained correlations and its 

applications. A comparison between the results of using 

these corrections and those obtained by the different 

correlations present in literature. This comparison showed a 

reasonable agreement between them.  

4. The formation resistivity factor increases by increasing the 

confined pressure (compaction pressure). This is as 

mentioned before, due to the decrease of the electric current 

path by increasing the confined pressure that cause an 

increase in the resistivity of formation and respectively 

increase the formation resistivity factor. It is clear that the 

water salinity affect the rate of increasing of resistivity 

factor.  

 

The formation resistivity factor increases with relatively 

high rate at high degree of salinity. 
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1. Introduction 

Meta-model based algorithms are used to capture the 

performance of a component in a multiple component system 

such as a transformer in a micro-grid system [1]-[3]. To achieve 

that, the concept of scaling laws is introduced. By deriving the 

meta-model for each component, system-based optimization can 

be conducted to obtain efficient and compact systems with the 

possibility of varying frequency over ratings.       

Global optimization techniques such as genetic algorithms 

may be utilized to derive the meta-model on the basis of the 

trade-off between competing performance equations [4]-[8]. This 

trade-off may be between mass and power loss or between 

volume and cost. To set the stage, a scaled analytical model of 

the two winding transformer is first derived in terms of general 

quantities such as current density, frequency, and rated power. 

Such quantities do not depend on the transformer size or ratings 

and thus the meta-model will be general to a wide range of 

transformer ratings. 

To achieve an optimum design of a multi-component system, 

the coupling between the components of the system should be 

taken into account. Therefore, it is not accurate to optimize each 

component separately since the performance of one component 

affects the performance of another component in the system [1]. 

For instance, the temperature of a transformer has an affect on 

the performance of a cascaded converter. In other words, an 

optimum design of an individual device may not be necessarily 

the optimum design if the device is a component of a multi-

component system.  

In another perspective, when all components are considered as 

a single optimization problem this will lead to a large number of 

parameters and thus large number of degrees of freedoms. This 

may preclude the optimization based design of the system to 

converge to the desired solution. By introducing component‟s 

meta-model based scaling laws this issue may be resolved.  

The objective of the work presented in this paper is to explore 

the possibility of developing meta-model based scaling laws for a 

power transformer. Such scaling laws enable one to approximate 

key performance metrics, i.e. loss and mass, based upon device 

power ratings without requiring one to perform a component 

optimization. Often, large degree of freedom component-level 

optimization cannot be performed when system-level 

optimization is considered.  

This paper is organized as follow. In Section 2, a model is 

derived for the two-winding transformer. The scaling laws are 

then defined in Section 3. The scaled design process is 

considered in Section 4. In Section 5, the meta-model which 

represent the transformer optimum designs as function of rated 

power, frequency, and current density is obtained. Finally, 

Section 6, concludes the work of this paper. 

2. Two-Winding Transformer Model 

To explore scaling laws, a simplified two winding, core type 

transformer shown in Fig. 1. The α-winding (lighter orange) is 

wound on the left leg and the β-winding (darker orange) is wound 

on the right leg. For simplicity, the two windings are assumed to 

have the same dimensions and the clearances between the 

windings and the core are neglected; therefore, 

 
2

ci
w

w w
 
 

 

(1) 

and 

 
2

ci
h

h h
 
 

 

(2) 

where w , w , and 
ciw  are the widths of α-winding, β-winding, 

and core interior window respectively and h , h , and cih  are 

the heights of α-winding, β-winding, and core interior window 

respectively.  

Prior to considering scaling, it is useful to define and describe 

several key parameters of the transformer. The rms current 

density for winding j  is expressed as 

 
j j

j

j pf

N I
J

A k


 

(3) 

where jN  and jI  are winding x number of turns and rms current 

respectively, pfk  is the winding packing factor, and 
jA  is the 

area of winding j . The winding area is represented by 

 j j j
A w h

 

(4) 

 

AB ST R ACT  

Recently, there has been growing interest in system-based global optimization techniques for the design of small systems such as micro-grids. To reduce the 

search space of the global optimization technique, a meta-model based scaling law was introduced. In this paper, a scaling technique was derived in which a 

transformer mass and power loss were expressed in terms of rated power, specified current density, and frequency. Curve-fitting techniques were used to 

derive a meta-model for the scaled mass and power loss. To achieve more generality, the meta-model was also defined as a function of frequency. 
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In the work herein, the α-winding and β-winding rms current 

densities are assumed to be equal 

 J J J
 
 

 

(5) 

The mass is another quantity of interest and it is given by 

  
,

2 2
c l ci ci l c pf j jc

j

M d w w h w k U
 

 


    

 

(6) 

where c  and 
jc  are the mass density of core material and j -

winding conductor respectively and 
jU  is the volume of winding 

x  which is calculated by  

   2
j j j c l j

U h w d w w  

 

(7) 

Typically, it is convenient to utilize a T-equivalent circuit 

when analyzing transformers. The T-equivalent circuit shown in 

Fig. 2 is considered herein. Within the circuit, the referred 

(primed) α-winding rms voltage, rms current and resistance are 

expressed as 

 
'

N
V V

N



 





 

(8) 

 
' N

I I
N



 





 

(9) 

 

2

'
N

r r
N



 



 
  
 

 

(10) 

As shown, the leakage flux is neglected in the model 

considered for scaling. The flux path inside the core is assumed 

to be the average path. The peak flux density is expressed 

 
2

m

pk

c

N I P
B

A




 

(11) 

where 
mI  is the rms magnetizing current, 

cA  is the core cross-

sectional area, and P  is the core permeance which is calculated 

using the relationship  

 
c

p

A
P

l




 

(12) 

In (12),   is the core material permeability and 
pl  is the flux 

path average length inside the core which is expressed as 

  2 2
p ci ci l

l w h w  

 

(13) 

Neglecting the core loss resistance and the voltage drop on the 

resistance of the β-winding, r ; the rms magnetizing current can 

be approximated 

 m

e m

V
I

L






 

(14) 

where V  is the rms value of the β-winding terminal voltage, e  

is the angular frequency of the sinusoidal primary voltage, and 

mL  is the magnetizing inductance which is defined as 

 
2

m
L N P




 

(15) 

Using (3), (12)-(15) and (11) and simplifying one can 

approximate the peak flux density using: 

 
2

r

pk

c e pf

P
B

J A A k
 




 

(16) 

where 
rP  is the transformer rated power. 

Typically, the magnetizing current is required to be much less 

than the rated current. This can be achieved by enforcing this 

constraint 

 
r

m m

P
I k

V




 

(17) 

where 
mk  is a constant which is much less than 1. Substituting 

equations (3), (14), and (15) into (17) and simplifying yields 

 
2

2 2

r

e m pf

P
J

k A k P







 

(18) 

Fig. 1: Two Winding Core Type Transformer Cross-Section 

View 

 

Fig. 2: Transformer T-equivalent Circuit 
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It is very interesting to consider (17) and (18). Although the 

magnetizing current is equal to the sum of the α-winding and the 

β-winding currents as in Fig. 2, its upper limit can be enforced by 

setting a lower limit on the β-winding current density. 

3. Scaling Laws 

The objective of this section is to set the stage for the 

normalization process by defining the normalization base. The 

goal is to scale all quantities tied to ratings (i.e. dimensions) and 

not those that are rating independent (i.e. flux density and field 

intensity).   

One can note from the previous section that many of the key 

constraints can be expressed in terms of current density. This 

makes the current density a good candidate to be a parameter in 

the scaling laws (in addition to power and frequency). Another 

advantage of selecting the current density as a parameter is that it 

is a general quantity. In other words, a particular value of the 

current density may correspond to a wide range of transformer 

sizes, power ratings, and voltage levels.   

3.1. Geometrical Quantities 

To establish the meta-model, the linear dimensions are scaled 

as [1] 

 ˆ /x x D

 

(19) 

In (19), the notation „^‟ denotes the scaled quantity and D is 

the normalization base. The area and volume are scaled 

accordingly using [1] 

 
2ˆ /a a D

 

(20) 

 
3ˆ /U U D

 

(21) 

Substituting (19) and (21) into (6), normalized mass is 

expressed as 

  
,

ˆ ˆˆ ˆˆ ˆ ˆ2 2
c l ci ci l c pf j jc

j

M l w w h w k U
 

 


    

 

(22) 

where 

 
3ˆ /M M D

 

(23) 

3.2. Electrical Quantities 

It is desired not to scale the flux density when deriving the 

meta-model. Considering (11), (12), (19), and (20), to keep 
mB  

unscaled the current must be scaled as [1] 

 ˆ /i i D

 

(24) 

From (3), (20), and (24), the current density is expressed 

 Ĵ JD

 

(25) 

The flux linkage associated with winding j  is expressed as  

 
jj j S

N B ds  

 

(26) 

where B is the flux density and
j

S is the surface. 

Since the flux density is not scaled [1], then from (20), the 

scaled flux linkage can be expressed as 

 
2ˆ / D 

 

(27) 

The -j winding instantaneous voltage is calculated using 

 
j j j

j j

j

l N d
v i

a dt




 

 

(28) 

where 
jl and 

j
a  are the winding j  wire length and area 

respectively, 
j

i is winding j  instantaneous current and  is the 

winding conductor material conductivity. 

If time is scaled as [1] 

 
2ˆ /t t D

 

(29) 

then from (1), (2), (5), (10), (11) and (12), the voltage can be 

expressed in terms of scaled quantities as [1] 

 

ˆ ˆ
ˆ

ˆˆ

j j j

j j

j

l N d
v i

a dt




 

 

(30) 

From which one can observe that voltage is not scaled. 

The frequency is the reciprocal of time and therefore, from 

(29) the frequency is scaled as 

 
2f̂ fD

 

(31) 

Since the relationship between the angular frequency and the 

frequency is 

 2 f 

 

(32) 

then 

 
2ˆ D 

 

(33) 

From (16), (19), (25), and (33), the flux density is expressed in 

terms of the scaled quantities as  

 

ˆ2

ˆ ˆˆ ˆ

r

pk

c e pf

P
B

J A A k
 




 

(34) 

where the scaled rated power is defined as [1] 

 ˆ /
r r

S S D

 

(35) 

From (12), (19), and (20) the scaled permeance is 

 

ˆ
ˆ

ˆ
c

p

A
P

l




 

(36) 

where 

 ˆ /P P D

 

(37) 

The constraint on current density (18) can be expressed in 

terms of scaled quantities 

 
2

2 2

ˆ
ˆ

ˆ ˆˆ

r

e m pf

P
J

k A k P







 

(38) 

3.3. Voltage Regulation 

Due to the winding resistances and leakage inductances, the 

secondary voltage of a transformer varies with load condition. It 

is desired in practice to keep this variation within a specified 

margin which depends on the type of the load and its sensitivity 

to voltage variations. During normal operation of a transformer, 

the largest variation in the secondary voltage occurs when the 

load condition changes from no-load to full-load. Thus, the 

voltage regulation is defined as the absolute difference between 

the secondary voltage at full-load and the one at no-load relative 

to the voltage at no-load: 
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(39) 

To simplify analysis, the leakage inductances are neglected in 

the initial scaling derivations as shown by the transformer 

electric equivalent circuit in Fig. 2. The leakage inductances will 

be accounted for in the future research. In addition, the voltage 

drop on the primary resistance is neglected at no-load since the 

magnetizing impedance is relatively large compared to the 

primary resistance. The magnetizing current is neglected at full-

load since it is much smaller than the rated load current as 

enforced by (17).  Therefore, the transformer voltage regulation 

can be approximated as 

  
'

' I
r r

V



 



  

 

(40) 

Using (3), (9), (10), and (40) the voltage regulation can be 

expressed as 

 
pf

r

J J k AA
U U

P A A

  

 

 




 
   

 

 

(41) 

Although voltage is not scaled, the voltage regulation can be 

expressed in terms of scaled quantifies 

 

ˆˆ ˆ ˆ
ˆ

ˆ ˆ ˆ
pf

r

J J k AA
U U

P A A

  

 

 




 
  

 
 

 

(42) 

3.4. Loss 

Transformer power loss is comprised of transformer winding 

electrical resistance loss and core loss. The resistive power lost in 

winding j  is calculated using 

 
2 2

_ 2

j

loss j j j

pf j

U
P I N

k A 


 

(43) 

From (3) and (43), the resistive power lost due to windingj 
may be formulated in terms of the rms current density as 

 

2

_

j pf j

loss j

U k J
P




 

(44) 

It is noted that the resistive power loss in both windings are 

equal since the current density and the winding dimensions are 

assumed to be the same for both windings. Thus, the total 

resistive loss is twice that in (44). Expressed in terms of scaled 

quantities using, (21), (25), and (35) to (44) yields 

 

2

_

ˆ ˆ
ˆ j pf j

loss j

U k J
P




 

(45) 

Core loss includes hysteresis loss and eddy current loss. To 

demonstrate the hysteresis loss, Fig. 3 is first considered. At each 

cycle, the flux density follows the lower path when it is 

increasing and it follows the upper path when it is decreasing. 

Therefore, the trajectory of the flux density forms a loop and the 

area of this loop represents energy lost in the core in form of 

heat. This lost energy is referred to as hysteresis loss. Typically, 

the flux density waveform is not a pure sinusoidal function due to 

the effect of saturation. In the analysis herein, the flux density 

waveform is assumed to be sinusoidal by neglecting the 

saturation effect. Thus the hysteresis loss is estimated using 

 
max

h h

h h c
P k B f U

 


 

(46) 

where 
h

k , h
 , and 

h
  are the hysteresis loss constants. 

The eddy current loss is also approximated using MSE [8] 

 
2 2

maxe e c
P k B f U

 

(47) 

where 
e

k is the eddy current loss constant. 

The total core loss is the sum of the hysteresis and eddy 

current loss; thus, 

 cl h e
P P P 

 

(48) 

To enable scaling of the hysteresis loss in (46), the constant 

h
 must be an integer. Typically 

h
 is very close to 1 and thus it 

is herein approximated to be 1. The hysteresis loss is thus 

modeled 

 
max

h

h h c
P k B fU




 

(49) 

Applying (21), (31), and (35) to (49) yields a scaled loss 

 max
ˆˆ ˆh

h h c
P k B fU




 

(50) 

To obtain the scaled eddy current loss, (21), (31), and (35) are 

substituted into (47) which yields 

  2

max
ˆˆ ˆ

e e c
P k B fU f

 

(51) 

Fig. 3: Magnetizing Curve for a Soft Magnetic Material. 

The scaled eddy current loss is a function of the nominal 

frequency which is undesired in the scaling process. This 

problem can be addressed by not scaling the frequency or by 

considering only the hysteresis loss to represent the total core 

loss. The latest resolution is acceptable in the low frequency 

range where the hysteresis loss is the dominant core loss. 

Therefore, if only low frequencies are of interest then only the 

hysteresis loss is used to represent the total core loss. 

3.5. Nominal Design Performance 

Before starting the scaled design process, it is useful to 

explain how one can apply the equations derived thus far to a 

specific design. If the voltage of winding j and transformer rated 

power are defined, then the winding j rated current is calculated 

using 

 
r

j

j

P
I

V


 

(52) 

If the winding j current density is defined and the winding 

dimensions are known, then the number of turns for the 
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corresponding winding is calculated using (3). After calculating 

the current density, the transformer performance equations can be 

evaluated. 

3.6. Normalization Base Selection 

The selection of the normalization base is a very crucial step. 

Since transformers are typically defined in terms of the rated 

power, the base of normalization is selected to be the rated 

power; thus, 

 r
D P

 

(53) 

4. Scaled Design Process 

Using the scaled model defined by equations (19)-(51), 

transformer design is considered to establish Pareto-optimal 

fronts from which a meta-model can be proposed.   

The first step in the design process is to define the design 

vector as  

 ˆˆ ˆ     θ
T

ci ci l c
J h r r r 
 

 

(54) 

where the ratios 
cir , 

lr , and 
cr  are defined as 

 
ˆ
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(55) 
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(56) 
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ˆ
ci

c

ci

l
r
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(57) 

The second step is to implement the design constraints. The 

less-than and greater-than functions are used to represent the 

scaled design constraints. [7] 

The first constraint is the constraint on the current density 

  1
ˆ ˆgte ,

mnr
c J J

 

(58) 

where the minimum required current density ˆ
mnrJ  is  

 
2 2

ˆ
ˆ

ˆ ˆˆ

r

mnr

e m pf

P
J

k A k P





 

(59) 

The second constraint is imposed on the voltage regulation as 

  2
lte ,

mxa
c  

 

(60) 

In the analysis used to develop the scaled model, the magnetic 

material is assumed to be linear. Therefore, a constraint is 

imposed on the flux density as 

  3
lte ,

pk mxa
c B B

 

(61) 

A final constraint is imposed on the total power loss ˆ
lP as 

follows 

  4 ,
ˆ ˆlte ,
l l mxa

c P P

 

(62) 

The fitness function used for the performance evaluations is 

defined as: 

  

  

1 1
      1

ˆ ˆ

1 1  1   1

T

l
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c
f M P

c c



 
  

   


 

 

(63) 

where c is defined as  

 
1

1 cn

i
i

c

c c
n 

 

 

(64) 

and
cn  is the number of constraints.  

 

The fitness function is calculated using the Pseudo-code as 

illustrated in Fig. 4. 

 

 

Fig. 4: Multi-Objective Optimization Pseudo-Code. 

To define the search space of the multi-objective optimization 

process, the range of the scaled parameters is defined as follows: 
5 20ˆ10 10J  AW/m

2
, 

12 ˆ10 0.1cih     m/W, 0.1 10cir  , 
210 10lr
   , and 0.1 10cr  , where

cir , 
lr , 

cr , and  are unit-

less. The packing factor pfk  is selected to be 0.6, the maximum 

allowed ratio between the magnetizing and the rated current 
mk  

is chosen to be 0.05, the maximum voltage regulation
mxa  is set 

to 0.05, the upper limit on the flux density 
mxaB is 1.4 T, the 

winding conductor is selected to be copper which has a 

conductivity   of 5.959*10
7
 S/m and a mass density of 8890 

Kg/m
3
, and the steel material is chosen to be linear with relative 

permeability 
r  that is equal to 5000, mass density of 7402 

Kg/m
3
, and the hysteresis loss constants are chosen to be 64.064 

J/m
3
 for 

hk  and 1.7991 for 
h . After defining the design 

parameters, specifications, and constraints, a multi-objective 

optimization is conducted with a population size of 2000 and for 

2000 generations.  

5. Multi-Objective Optimization Results 

The normalized loss versus normalized mass when the 

normalized frequency is 3.75*10
10

 HzW
2
 is shown in Fig. 5. This 

value corresponds to a nominal frequency of 60 Hz at rated 

power of 25 kW. As shown by Fig. 5, the relationship between 

normalized loss and normalized mass is composed of two linear 

regions in the log-log scale. Typically, transformers tend to 

operate around the knee of the magnetization curve. Since the 

steel material in the work herein is assumed to be linear, the 

operating point of the transformer will tend to be against the 

upper flux density limit. Therefore, the region where the designs 

are against the upper flux density limit (plotted in red) is selected 

to obtain the meta-model based scaling law. 
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In order to construct meta-model based scaling laws that relate 

normalized mass and normalized loss to normalized frequency 

and normalized current density, the multi-objective optimization 

is conducted at several values of the normalized frequency. Then 

the values of Ĵ  at each frequency is evaluated and used to obtain 

plots of the normalized mass versus normalized current density 

and normalized loss versus normalized current density at each 

normalized frequencies. These are depicted in Fig. 6 and Fig. 7 

respectively. 

 

 

Fig. 5: Normalized Pareto-Optimal Front 

By using curve-fitting techniques, a meta-model based scaling 

law can be constructed from the results shown in Fig. 6 and Fig. 

7. The goal is to express the normalized mass and loss as 

functions of normalized frequency and current density. 

Relationships of the form 

 ˆˆ ˆnfM nJM

M
M C f J

 

(65) 

  1 2ˆ ˆˆ ˆ
nJl

nfl nfl

l l Jl
P C Jf b f 

 

(66) 

are considered herein. 

 

 

The parameters of the meta-model expressed by (65) and (66) 

are calculated using curve fitting techniques and listed in Table. 1 

The resulting curves are plotted with the original data in Fig. 6 

and Fig. 7. Comparing values, one can see that the meta-model 

obtained by the curve fitting techniques represents the 

normalized mass and loss for different values of normalized 

frequency and current density very well. 

 

 

 

 

 

 

 

 

 

Fig. 6: Normalized Mass versus Normalized Current Density. 

 

 

 

Fig. 7: Normalized Loss versus Normalized Current Density 

 

Table 1. Meta-Model Parameters. 

 

In practice, it is most useful to express the meta-model in 

terms of the physical quantities. This can be achieved by 

applying (25), (33), (35), and (52) to (65) and (66) which yields 

    3 2
nfM nJM

M r r r
M C P fP JP

 

(67) 

     
1 2

2 2
nJl

nfl nfl

l l r r r Jl r
P C P JP fP b fP 

 

(68) 

Paramet

er Value Parameter Value 

M
C  4.0298*104 

Jl
b  1.9054*105 

fM
n  -0.7656 

Jl
n  1.5276 

JM
n  -0.7251 

1fl
n  -0.5142 

l
C  3.5328*10-10 

2fl
n  -0.1069 
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Equations (67) and (68) can be used to generate the pareto-

optimal front for transformers whith specified power rating, 

(low) operating frequency, and current density. Thus, for any 

transformer with a defined operating voltage, rated power, and 

frequency, pareto-optimal front for that transformer can be 

obtained by sweeping the range of the current density values.   

6. Conclusion 

In the work herein, meta-model that capture the optimum 

designs of wide range of two-winding transformer ratings and 

frequencies is derived using scaling laws.  First, the transformer 

performance equations are derived in terms of general quantities 

such as rated power, frequency, and current density. Then scaling 

laws are applied to the transformer model. Using genetic 

algorithms, a pareto-optimal front which represent the trade-off 

between scaled mass and loss is obtained. Using curve fitting 

techniques, a meta-model which relate the transformer mass and 

loss to its general parameters is derived. 
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1. Introduction 
Electrical Discharge Machining (EDM) is defined as the non-

traditional process of material removal of electrically conductive 

materials to produce the part with intricate shapes and profiles. This 

process is done by applying high-frequency pulsed, AC, or DC 

current to the workpiece through an electrode or wire, which melts 

and vaporizes the workpiece material. Positioned very precisely 

near the workpiece, the electrode never touches the workpiece but 

discharges its potential current through an insulating dielectric fluid 

(distill water or oil) across a very small spark gap. The spark is 

reported to be in the range of 8000 to 12000°C, and it vaporizes and 

melts the workpiece material. This process is used when the 

workpiece material is too hard, or the shape or location of the detail 

cannot easily be conventionally machined. This makes many 

formerly difficult projects more practical and many times it can be 

the only feasible way to machine a part or material [1]. 

The electrical discharge machining (EDM) has become an 

important nontraditional machining process because it can machine 

the complex shapes, i.e. machining materials like die for 

manufacturing plastic, which cannot be machined by conventional 

machining processes [3]. Electrical discharge machining (EDM) is 

a widely accepted non-traditional material removal process used to 

manufacture components with intricate shapes and profiles. in the 

modern world today‟s, many kind of materials have been invented, 

so the best parameters need to be find in order to get the best result 

for machining the materials such as al alloys. 

In the machining processes by using electrical discharge 

machining (EDM), it is involved some parameters setting and there 

is no fixed setting for all the materials. In traditional practical, the 

machining condition relying heavily on the operator‟s experiences 

or conservative technological data provided by the EDM equipment 

manufacturers, which is lead to the inconsistent machining 

performance [3].  

A strategy that is done to get the optimal cutting of EDM 

process planning start from roughing to finishing operations. This 

process including the number of machining process that is done and 

its corresponding machining parameters setting for each operation 

that has been proposed. This method can produce better 

performance than that achieve by a well skilled operator. A good 

surface finish, maximum material removal rate and minimum 

electrode ware ratio can be achieved in less machining time. 

To get the perfect result of the machining process by using the 

EDM it is needed to find the correct parameter setting. Until now, 

there is no perfect parameter setting for any type of materials. So, it 

is important to find the best parameter setting before start the 

machining process in order to achieve the maximum result in its 

material removal rate (MRR), electrode ware ratio (EWR) and 

surface roughness (Ra). 

In this work, Aluminum Copper cast alloys (Al-Cu) 201.0, 

which is commonly used for space and aircraft application as well 

as high performance automotive that require materials with high 

corrosion resistance and strength [2], has been used as the 

workpiece material. 

The main objective in this work is to optimize the maximum 

material removal rat, minimum electrode ware ratio and minimum 

surface roughness. 

Also in this work the best combination of certain input 

parameters to obtain optimum performances will be determined. 

These parameters are selected because it is significantly can affect 

the machining performances. Therefore these factors are the 

controllable factors. The first factor is intensity (I) it represents the 

maximum value of the discharge current intensity. The intensity 

values used in the EDM machine programming are power levels of 

the generator, these corresponding with values of the peak intensity. 

The second factor is ON time which is defined as the sparks occur 

time generated during a pulse which to perform the machining 

process. The third factor is OFF time and defined as the interval 

time between spark in a single pulse. The fourth factor is polarity of 

the workpiece. The collection of data is based on these selected 

factors. This set of data can be used to perform the best result in 

 

A B S T R A C T  

.   وانُحبص كًعذٌ حشغٍم بًٍُب أداة انخشغٍم كبَج يٍ انُحبص انُقًالأنىيىٍَىو،وقذ اسخخذيج سبٍكت يٍ (EDM)انهذف يٍ هذا انعًم هى إٌجبد انظزوف انًثهى نًخغٍزاث انخشغٍم ببنخفزٌغ انكهزبً 

،ونخحهٍم حؤثٍز كم يخغٍز عهى خصبئص انخشغٍم ونهخُبؤ ببنخٍبر الأيثم نكم انًخغٍزاث يثم (ROBOFORM 2-LC)نخصًٍى عذد يٍ انخجبرة، وانخً أَجشث عهى آنت  (Taguchi)اسخخذيج طزٌقت 

نهخحقق يٍ أي يخغٍزاث  انخشغٍم انًؤثزة عهى خصبئص الأداء وإٌجبد انُسبت انًئىٌت  (F) ببسخخذاو اخخببر (ANOVA)كذنك حى ححهٍم انخببٌٍ . كفبءة الأداء, قطبٍت انشغهت، يذة حفزٌغ انشحُت، كثبفت انخٍبر

، بًٍُب يذة حفزٌغ انشحُت (MRR)حىصم هذا انعًم إنى أٌ كثبفت انخٍبر حؤثز بشكم يهحىظ عهى يعذل إسانت انًعذٌ . (EWR)،وَسبت حؤكم اَنكخزود (MRR)نكم هذِ انًخغٍزاث عهى يعذل إسانت انًعذٌ 

 .(EWR)حؤثز بشكم رئٍسً عهى َسبت حآكم اَنكخزود

 (.EWR)، َسبت حآكم اَنكخزود (MRR)،يخغٍزاث انخشغٍم انًثهى، يعذل إسانت انًعذٌ Taguchiانخشغٍم ببنخفزٌغ انكهزببئً،طزٌقت :الكلمات المفتاحية

 

The objective of this work is to determine the optimal setting of the process parameters on the electro-discharge machining (EDM), The Aluminium copper 

cast alloy were used as a work piece and pure copper were used as the electrode. The experiments were done on an FORM 2-LC machine by using Taguchi 

methodology. The Taguchi method is used to formulate the experimental layout and analyze the effect of each parameter on the machining characteristics, 

and to predict the optimal choice for each EDM parameter such as polarity, Pulse-on time, discharge currant, and duty factor. Analysis of variance 

(ANOVA) used F-test to investigate which process parameters significantly affect the performance characteristics and the percent contribution of these 

parameters on material removal rate (MRR) and electrode ware ratio (EWR). In general, it is found that the discharge currant significantly affects the MRR, 

while the Pulse-on time mainly affects the EWR. 

Key words: Electrical discharge machining (EDM), Taguchi method, Material Removal Rate (MRR), Electrode Wear Ratio (EWR). 
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machining Al-Cu cast alloys 201.0 by using EDM machine. All the 

data will be used to produce one best setting to obtain the maximum 

material removal rate (MRR), minimum electrode ware ratio 

(EWR) and minimum surface roughness (Ra). 

2. Literature Review 

Various experimental and theoretical conducted on the EDM 

which is considered as a non-traditional machining process.  Jensen 

et al (1993) and Leu et al (1998) have shown comparisons between 

non-traditional electroformed electrodes and traditional machined 

electrodes. Jensen et al have shown a general comparison between 

electroformed electrodes and machined electrodes but do not give 

much detail into performance of the electrodes. Research by Leu et 

al shown a more details comparison of the different electrodes in 

terms of MRR, EWR and Ra [5,6].    

N.F. Petrofes and A.M, (1995) A significant difference in the 

optimal machining parameters when the machining surface is 

drastically reduced. According to the experimental results greater 

the electrode [7].  J.C. Rebelo, A. Dias Morao, D. Kremer and J.L. 

Lebrun, (1999) Optimization of the complicated multiple 

performance characteristics can be greatly simplified. The optimal 

setting of the parameters are determined through experiments 

planned, conducted and analyzed using the Taguchi method. It is 

found that EWR reduces substantially, within the region of 

experimentation, if the parameters are set at their lowest values, 

while the parameters set at their highest values increase the MRR 

drastically [8]. Guu Y.H. (2001) proposed the surface morphology, 

surface roughness and micro-crack of AISI D2 tool steel machined 

by the electrical discharge machining (EDM) process were 

analyzed by means of the atomic force microscopy (AFM) 

technique [9].  C.J. Luis, I. Puertas and G. Villa, (2003) The 

Taguchi methodology was used to study that influence. The result 

of the verification test for workpiece surface roughness was a 

strong confirmation [10]. Guu Y.H. et al, (2003) proposed the 

electrical discharge machining (EDM) of AISI D2 tool steel was 

investigated. The surface characteristics and machining damage 

caused by EDM were studied in terms of machining parameters. 

Based on the experimental data, an empirical model of the tool steel 

was also proposed. Surface roughness was determined with a 

surface profilometer  [11]. Kansal, H.K, et al., (2005) study has 

been made to optimize the process parameters of powder mixed 

electrical discharge machining (PMEDM). Response surface 

methodology has been used to plan and analyze the experiments 

[12].  Pecas, P, et al. (2008) presents on EDM technology with 

powder mixed dielectric and to compare its performance to the 

conventional EDM when dealing with the generation of high 

quality surfaces [13].  S.Prabhu, et al (2008) analyzed the surface 

characteristics of tool steel material using multiwall carbon nano 

tube to improve the surface finish of material to nano level [14]. 

Ozlem Salman, et al (2008) proposed roughness values obtained 

from the experiments that have been modeled by using the genetic 

expression programming (GEP) method and a mathematical 

relationship has been suggested between the GEP model and 

surface roughness and parameters affecting it. Moreover, EDM has 

been used by applying copper, copper–tungsten (W– Cu) and 

graphite electrodes to the same material with experimental 

parameters designed in accordance with the Taguchi method [15]. 

From the review, it was concluded that much research was still 

needed to understand the EDM process fully and there is an 

evolution on the production of copper tools for EDM that lead to 

saving costs and manufacturing time, and this copper was the tool 

material chosen for the research. 

There is a consensus that in the initial stage of the discharge and 

transitory stage of the EDM process the tool wear rate is high. So, 

the influence of the input parameters on the output parameters 

needed to be investigated in order to evaluate if they were the sole 

cause of the EWR optimization. Thus, the investigation in the work 

reported here was therefore directed to develop techniques for 

improving the EDM performance of copper tools. 

3. Experimental Set-Up and Procedure 

Series of experiments was conducted on FORM 2-LC electrical 

discharge machine to examine the effects of input machining 

parameters such as for instance intensity (I), pulse on time (ti), duty 

factor (ή), and electrode polarity. In the tests the machining 

characteristics, i.e. the output variables, namely the optimum 

selection of manufacturing condition is important in manufacturing 

process as surface quality (Ra), metal removal rate (MRR), and 

electrode wear ratio (EWR) were measured using different 

techniques and equipment. 

3.1 Workpiece Material 

The workpiece material used in this study was Al-Cu cast alloys 

2010. Table 1 lists the chemical composition (wt.%) of the material, 

while Table 2 lists the mechanical properties of the Al-Cu cast 

alloys 2010 [37]. 

Table 1: Chemical composition of the Al-Cu cast Alloys 2010. 

Elements Al Cu Fe Mg Mn Si Ti Zn 

Wt. % 91.83 5.22 0.28 0.55 0.43 0.83 0.02 0.05 

 

Table 2:Mechanical properties of the Al-Cu cast Alloys 2010. 

Property Value in metric unit Value in US unit 

Density 2.80 x10³ kg/m³ 175 lb/ft³ 

Modulus of 

elasticity 
71 GPa 10300 ksi 

Thermal expansion 

(20 ºC) 
34.7x10-6 ºCˉ¹ 19.3*10-6 in/(in* ºF) 

Specific heat 

capacity 
963 J/(kg*K) 0.230 BTU/(lb*ºF) 

Thermal 
conductivity 

121 W/(m*K) 841 BTU*in/(hr*ft²*ºF) 

Electric resistivity 5.4x10-8 Ohm*m 5.4*10-6 Ohm*cm 

Heat of fusion 3.89*105 J/kg 167 BTU/lb 

Liquidus 
temperature 

649 ºC 1200 ºF 

Solidus 
temperature 

571 ºC 1060 ºF 

Tensile strength 

(T6) 
485 MPa 70300 psi 

Yield strength (T6) 435 MPa 63100 psi 

Elongation (T6) 7 % 7 % 

Shear strength (T6) 290 MPa 42100 psi 

Hardness (T6) 135 HB 135 HB 

Solution 

temperature 
516 C° 960 ºF 

Aging temperature 154 C° 310 ºF 

Aging time 12-20 hrs. 12-20 hrs. 

3.2 Electrode Material 

The electrode materials investigated in this research was copper 

with the characteristic shown in Table 3.  

Table 3: Electrode material properties [25]. 

Material Copper 

Composition 99% copper 

Density (g/cm) 8.904 

Material point (C°) 1083 

Electrical resistivity (µΏcm) 9 

Hardness HΒ 100 

3.3 Dielectric Fluid 

The dielectric fluid used in this study was Kerosene.The quality, 

viscosity and composition of the dielectric are important parameters 
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for guaranteeing optimum spark erosion conditions. Charmilles 

Technologies uses FLUXELF 2. The dielectric must be changed 

once per year [18]. 

3.4 Instruments and Equipment Required 

3.4.1 Balance Sensitive 

The Balance sensitive used in this study was Balance Electronic 

Model EUROPE 500. Maximum load is 510 g and its precision is 3 

digits. 

3.4.2 Spectrometers 

Spectrometers model (J.Y 132F) to test the chemical 

composition for the specimens (Al-Cu) 2010 was used. 

3.4.3 Surface Roughness Measurement 

Roughness measurement was done using a portable stylus type 

profilometer, Talysurf (Taylor Hobson, Surtronic 3+). The 

profilometer was set to a cut-off length of 0.8 mm, filter 2CR, and 

traverse speed 1mm/s and 4 mm evaluation length roughness 

measurements, in the transverse direction, on the workpieces were 

repeated four times and average off the measurements was 

recorded. The measured profile was digitized and processed 

through the dedicated advanced surface finish analysis software, 

Talyprofile, for evaluation of the roughness parameters. 

3.5 Experimental Preparation 

The raw materials were machined as using conventional 

methods such as turning and grinding. The electrode were made to 

a size of 20 mm diameter and length 100 mm as shown Figure 1 

 

Fig. 1:Electrode design. 

The specimens were made to a size of diameter 20 mm and 

length 20 mm as shown Figure 2. After that numbering all the 

workpieces and put it in the container box. 

 

Fig. 2: Workpiece design. 

3.6 Experiments Steps 

The method adopted in the Kerosene experiments was as 

follows: 

The electrode and specimen were cleaned and dried before 

every test, then weighed before and after every run. The 

electrode was tightened into the spindle chuck and passed 

through the jig. The machining parameters were preset on the 

control panel generator. Once it had been verified that the 

ventilation was working, the machine and timer were 

switched on in the same action. After the specified time had 

elapsed, the cycle was ended by switching off the machine.   

The electrode and specimen were released, and then cleaned 

with dry compressed air and tissue paper. The electrode and 

specimen were weighed after machining and the values noted 

as shown in the Appendix - Table 18. The emergency switch 

on the machine and the mains supply were both switched off 

and the machine was cleaned as per scheduling. During the 

test, the Kerosene level was maintained so that it covered the 

specimen to a height of (30 – 40) mm, to prevent the spark 

igniting the Kerosene and the fumes becoming dissolved in it.  

3.7 Measurements 

The electrodes and specimens were dried by tissue paper and dry 

compressed air after each experiment and before weighing. Then 

MRR and EWR were calculated by weighing the specimen and 

electrode on the digital single pan balance with an accuracy of ± 

0.001g and by recording the test time with a stop clock. 

4. Experimental Design 

Design of experiments (DOE) is used to study the effect of 

multiple variable simultaneously, which is a powerful statistical 

technique introduced by R. A. Fisher in England in 1920‟s [*]. 

Reacting to Fisher's methods in the design of experiments, Taguchi 

interpreted Fisher's methods as being adapted for seeking to 

improve the mean out come of a process. The method could be 

used not only to improve quality, but also to quantify the 

improvements made in terms of saving money. The experimental 

design and analyze of the results can be done with less effort and 

expenses by using the Taguchi method. Since the method 

enormously reduces the number of experiments. A well planned set 

of experiments, in which all parameters of interest are varied over a 

specified range, is a much better approach to obtain systematic data. 

Mathematically speaking, such a complete set of experiments ought 

to give desired results. In many cases, particularly those in which 

some optimization is required, the method does not point to the 

BEST settings of parameters [42,43]. 

4.1 Taguchi Method 
Dr. Taguchi of Nippon Telephones and Telegraph Company, 

Japan has developed a method based on “ORTHOGONAL 

ARRAY” experiments which gives much reduced “variance” for 

the experiment with “optimum settings “of control parameters. 

Thus the marriage of Design of Experiments with optimization of 

control parameters to obtain BEST results is achieved in the 

Taguchi Method. “Orthogonal Arrays” (OA) provide a set of well 

balanced (minimum) experiments and Dr. Taguchi's Signal-to-

Noise ratios (S/N), which are log functions of desired output, serve 

as objective functions for optimization, help in data analysis and 

prediction of optimum results [44,45]. 

4.2 The Steps in Taguchi Methodology 
Taguchi Method is a process/product optimization method that is 

based on 8-steps of  planning, Table 4, conducting and evaluating 

results of matrix experiments to determine the best levels of control 

factors. The primary goal is to keep the variance in the output very 

low even in the presence of noise inputs. Thus, the processes 

products are made ROBUST against all variations [43,44]. 

The Taguchi method can optimize performance characteristics 

through the settings of process parameters and reduce the sensitivity 

of the system performance to sources of variation. As a result, the 

Taguchi method has become a powerful tool in the design of 

experiment methods, the applications of DOE for EDM to 

optimizing process parameters to achieve low electrode wear and 

high machining rate.  

https://en.wikipedia.org/wiki/Design_of_experiments
https://en.wikipedia.org/wiki/Mean
https://en.wiktionary.org/wiki/process
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Table 4: Steps for conducting experimental design [42]. 

Step Details 

1- Identify the main function, side effects, and failure mode 

2- Identify the noise factors, testing conditions, and quality characteristics 

3- Identify the objective function to be optimized 

4- Identify the control factors and their levels 

5- Select the orthogonal array matrix experiment 

6- Conduct the matrix experiment 

7- Analyze the data; predict the optimum levels and performance 

8- Perform the verification experiment and plan the future action 

As a research, the DOE method has been used to study the 

performance of the EDM process using Kerosene for Al-Cu cast 

Alloys 2010 under different control parameters. EDM is a very 

complicated process. It is very difficult to monitor its working 

conditions effectively; there is a lack of adequate knowledge on the 

discharge mechanism. The statistical analysis in this experimental 

work consists of Taguchi approach that is applied to find the 

optimal combinations and the optimal parameter design; computer 

simulations are performed to show the control performances of 

operating parameters [45, 46].  

4.3 Improving EDM Performance Based on the Taguchi 
Method 

The definition of performance characteristics such as lower-the-

better, higher-the-better, and nominal-the-better contains a certain 

degree of uncertainty and vagueness. Therefore, optimization of the 

performance characteristics with Taguchi method has been 

considered in this research.  

Experimental design methods are too complex and not easy to 

use. Also, a large number of experiments have to be carried out as 

the number of the process parameters increases. To solve this 

important task, the Taguchi method uses a special design of 

orthogonal array to study the entire parameter space with only a 

small number of experiments. The experimental results are then 

transformed into a signal-to noise (S/N) ratio. The S/N ratio can be 

used to measure the deviation of the performance characteristics 

from the desired values. Usually, there are three categories of 

performance characteristics in the analysis of the S/N ratio. The 

lower-the-better, the higher-the-better, and the nominal-the-better.  

Regardless of the category of the performance characteristic, a 

larger S/N ratio corresponds to better performance characteristic. 

Therefore, the optimal level of the process parameters is the level 

with the highest S/N ratio. Finally experiment is conducted to verify 

the optimal process parameters obtained from the parameter design. 

 Basically, the Taguchi method is designed to handle the 

optimization of a single performance characteristic [44,46]. 

4.4 Experimental Design Methods 
Design of experiments is a powerful analysis tool for modeling 

and analyzing the influence of process variables over some specific 

variable. Taguchi method requires the knowledge about the domain 

that is examined, since the main function, side effects and failure 

modes have to be identified. A wrong decision in this step makes all 

other steps useless. The aim of experimentation is to find the 

significant machining parameters for the material removal rate 

(MRR) and electrode wear ratio (EWR) and surface roughness (Ra) 

and verify the optimal machining parameters. Taguchi 

methodology were applied to optimize the machining parameters 

for current intensity I, plus on time ti, duty factor ή, and Workpiece 

polarity when machining Al-Cu cast Alloys 2010 with copper 

electrode, three electrodes were used in experiments. Control 

factors and their levels, to reduce the number of experiments, only 

the most important factors should be considered. Two or three 

factor levels can be chosen. In the latter case, the levels should be 

evenly distributed. The factor levels should be placed very 

carefully, since the Taguchi method defines the significant and 

optimal parameters only within the levels. 

4.5 Design Factors and Technological Response Variables 
Analyzed 

Electrical discharge machining (EDM) has been used effectively 

in the machining of hard, high-strength, and temperature-resistant 

materials. Material is removed by means of rapid and repetitive 

spark discharges across the gap between the tool and the workpiece. 

In electrical discharge machining, it is important to select 

machining parameters for achieving optimal machining 

performance. Usually, the desired machining parameters are 

determined based on experience. However, this does not ensure that 

the selected machining parameters result in optimal or near optimal 

machining performance for that particular electrical discharge 

machine and environment. To solve this task in the present 

research, the Taguchi method is used as an efficient approach to 

determine the optimal machining parameters in the electrical 

discharge machining process. Solid copper electrodes with outer 

diameter of 20 mm were used. The schematic diagram of the 

experimental set-up is shown in Figure 3. The workpiece and 

electrode were separated by a moving dielectric fluid (Kerosene). In 

the experiments, kerosene was used as the dielectrics for 

comparison. Machining experiments for determining the optimal 

machining parameters were carried out by setting: 

(A)Polarity (-,+) of the workpiece, 

(B)A pulse-on time in the range of (800, 1600, 2400) µsec, 

(C)A discharge current in the range of (9, 12.5, 23) A, and 

(D)A duty factor in the range of (0.5, 0.8, 0.95).  

The Four initial parameters and three levels, which were related 

to the EDM working conditions, as in Table 5, which presents the 

relationship between the design factors and their corresponding 

selected variation levels: workpiece polarity, pulse-on time, 

discharge current and duty factor. 

 

Fig.3: Schematic diagram of the EDM experimental arrangement. 

Table 5: Machining parameters and their levels 

Symbol Control factor 

Level 
Observed 

values 
1 2 3 

Minimum Intermediate Maximum 

A Workpiece polarity Negative Positive - 
1. MRR 

2. EWR 

3. Ra 

B 
Pulse on time, 

µsec. 
800 1200 2400 

C 
Discharge current, 

A 
9 12.5 23 

D Duty factor 0.5 0.8 0.95 
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4.6 Calculation of the Optimal Control Parameters 
The use of the Taguchi approach to determine the machining 

control parameters with optimal machining performance in the 

EDM process is illustrated in Figure 4 [46]. 

 

Fig. 4: Procedure of the experiments 

4.7.1 Orthogonal Array (OA) Experiment 

 The experimental procedure using the Taguchi approach can be 

explained as follows: 

(a) The number of factors and interactions to be considered in the 

experiment and the number of levels of the factors were found. 

(b) The appropriate orthogonal array was selected (OA) to:- 

 The required degree of freedom Design Of Experiments 

(DOF) from the factors and interactions was determined, the 

degrees of freedom of a factor are one less than the number 

of levels of the factor. The DOF of a particular orthogonal 

array is obtained by the sum of the individual DOF for each 

column in the array [47,48]. 

 The appropriate orthogonal array is the one whose DOF is 

equal to or more than the required DOF of the factors. The 

smallest array satisfying this requirement is normally 

chosen for efficiency. 

(c) With the appropriate orthogonal array chosen, and the linear 

graph that fits the relationships of the factors of interest was 

choose. The factors can then be assigned to the columns of the 

orthogonal array according to the linear graph. 

(d) The experiments and analyses  the results was conducted. 

And a confirmation experiment was run finally by using the 

results obtained. 

Hence, the selection of the appropriate OA, assigning factors to 

columns and the total degrees of freedom need to be computed, 

describing each trial condition and deciding the order and 

repetitions of trial conditions. The total number of DOF needs to be 

determined to select an appropriate orthogonal array for the 

experiments. The DOF are defined as the number of comparisons 

that need to be made to determine which level is better, and 

specifically how much better it is. A two-level parameter has one 

degree of freedom. The present analysis does not include the 

interaction between process parameters, so there are two DOF due 

to three process variables. The selection of the OA is subject to the 

condition that the DOF for the orthogonal array should be greater 

than or at least equal to those for the process parameters. In the 

present study, the interaction between the machining parameters is 

neglected. Therefore, there are 11 DOF arising from one two-level 

machining parameter and three three-level machining parameters in 

the EDM process. Once the DOF are known, the next step is 

selecting an appropriate OA to fit the specific task. The DOF for the 

OA should be greater than or at least equal to those for the process 

parameters. In this study, a L18 OA was chosen because it has 11 

degrees of freedom, more than the 7 degrees of freedom in the 

machining parameters. This array has 4 columns and 18 rows. Each 

machining parameter is assigned to a column and 18 machining 

parameter combinations are required. Therefore, only 18 

experiments are needed to study the entire machining parameter 

space using the L18 OA. The experimental combinations of the 

machining parameters using this array are shown in Table 6[47, 

48]. 

Table 6:Design of experimental layout using an L18 orthogonal array. 

No. 
Workpiece Polarity 

(A) 

Pulse-on Time 

(B) 

Discharge Current 

(C) 

Duty Factor 

(D) 

1 1 1 1 1 

2 1 1 2 2 

3 1 1 3 3 

4 1 2 1 1 

5 1 2 2 2 

6 1 2 3 3 

7 1 3 1 2 

8 1 3 2 3 

9 1 3 3 1 

10 2 1 1 3 

11 2 1 2 1 

12 2 1 3 2 

13 2 2 1 2 

14 2 2 2 3 

15 2 2 3 1 

16 2 3 1 3 

17 2 3 2 1 

18 2 3 3 2 

4.7 Signal-To-Noise Ratio 
Optimization of the observed values was determined by 

comparing the S/N ratio, which was also based on the Taguchi 

method. The higher observed values such as MRR are called “the 

higher the better” (HB), while the lower observed values such as 

EWR and Ra are “the lower the better” (LB). Calculating the 

deviation of the performance characteristic from the desired value, 

the S/N ratio ηij for the i
th
 performance characteristic in the j

th
 

experiment can be expressed as: 

 

As mentioned earlier, there are three categories of quality 

characteristics, i.e. the-lower-the-better, the-higher-the-better, and 

the-nominal-the-better. The loss function of the higher-the-better 

performance characteristic can be expressed as: 

 

On the other hand, the-lower-the-better quality characteristics for 

the loss function Lij of the lower-the-better performance 

characteristic can be expressed as: 

 

Where Lij is the loss function of the i
th
 performance characteristic 

in the j
th
 experiment, n the number of tests, and yijk is the 

experimental value of the i
th
 performance characteristic in the j

th
 

experiment at the kth test [43,44,45]. 

4.8 Statistical Test – Analysis Prediction Confidence 
Once the optimal level of the process parameters has been 

selected, the final step is to predict and verify the improvement of 
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the performance characteristics using the optimal level of the 

process parameters. The estimated S/N ratio ή using the optimal 

level of the process parameters can be calculated as:  

 

Where ηm is the total mean of the MRR, EWR, Ra, ηi the mean 

of the MRR, EWR and Ra at the optimal level, and q is the number 

of the process parameters that significantly affect the performance 

characteristics. The estimated MRR, EWR and Ra using the 

optimal machining parameters can then be obtained. Tables8-

12show the results of the confirmation experiment using the 

optimal machining parameters. 

4.9 Analysis Of Variance (ANOVA) 
The purpose of the ANOVA and the F test(standard analysis) is 

to investigate which process parameters significantly affect the 

performance characteristics. This is accomplished by separating the 

total variability of the performance indexes, which is measured by 

the sum of the squared deviations from the total mean of the MRR, 

EWR and Ra, into contributions by each of the process parameter 

and the error. First, the total sum of the squared deviations SST 

from the total mean of the MRR, EWR, Ra can be calculated 

as[48,49]: 

4.9.1 Total Variation 

 

SST=Total Sum of Squares (Total variation). 

SSA=Sum of Squares among Groups (Among-group variation). 

SSW=Sum of Squares within Groups (Within-group variation). 

Total Variation = the aggregate dispersion of the individual data 

values across the various factor levels (SST). 

Among-Group Variation = Dispersion between the factor sample 

means (SSA). 

Within-Group Variation = Dispersion that exists among the data 

values within a particular factor level (SSW). 

 

Where: 

SST = Total sum of squares. 

c = number of groups (levels or treatments). 

nj = number of observations in group j. 

Xij = i
th 

observation from group j. 

 = grand mean (mean of all data values). 

 

 

 

Where: 

SSA = Sum of squares among groups. 

c = number of groups or populations. 

nj = sample size from group j. 

 = sample mean from group j. 

 = grand mean (mean of all data values). 

 

 

 

Where: 

SSW = Sum of squares within groups. 

c = number of groups. 

nj = sample size from group j. 

 = sample mean from group j. 

 = i
th
 observation in group j. 

 

 

4.9.2 Test Statistic 

In this study, the analysis of variance (ANOVA) and F-test were 

performed to see statistically significant process parameters and the 

percent contribution of these parameters on MRR, EWR and Ra. 

Larger F value indicates that the variation of the process parameters 

makes a big change on the performance characteristics. 

 

MSA= mean squares among variances. 

MSW=mean squares within variances. 

The percentage contribution by each of the process parameter in 

the total sum of the squared deviations SST can be used to evaluate 

the importance of the process-parameter change on the performance 

characteristics. In addition, the F-test can also be used to determine 

which process parameters have a significant effect on the 

performance characteristic. Usually, the change of the process 

parameter has a significant effect on the performance characteristic 

when the F value is large. 

5. Results and Discussions 

The optimization of EDM performance requires the maximum 

material removal rate (MRR), minimum electrode wear ratio 

(EWR) and good surface finish (Ra) are attained. 

The mean effects plots of the S/N ratios for the output measures 

are obtained using Minitab 15 software. Plots with the steeper slope 

along with longer lines shows that the factor has significant impact 

on the output parameter. 

5.1 EDM Performance Evaluation 

As mentioned earlier, there are four input parameters whose 

affect EDM performance. Some of these are likely to have a much 

more significant effect on the output process parameters than others 

and the first set of experiments was designed using the Taguchi 

method to determine which parameters could likely improve the 

EDM performance. 

An Ll8 orthogonal array was chosen because the aim of the 

study was optimization; according to Taguchi this is done using two 

and three-level parameters. The values for the input process 

parameters from A to D were allocated using the EDM cut values. 
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The levels of each setting used and results obtained are shown in 

Appendix - Table 17. 

The MRR and EWR results were obtained from the measured 

values of change in weight. Detailed results are given in Appendix - 

Table 18. The Ra values were obtained from directly measured data 

as shown in Appendix -Table 18. 

5.2 Analysis of Material Removal Rate (MRR) 

The average values of S/N ratios for MRR at different levels are 

plotted in Figure 5 keeping the objective as “larger is better”. In 

order to study the significance of the parameters in effecting the 

quality characteristic of interest i.e. Table 7 shows initial machining 

condition. The comparison of the S/N ratios between the initial 

machining parameters and the optimal machining parameters is also 

shown in Table 8. It is shown clearly that the MRR and S/N ratios 

are greatly improved through this study. 

 

Fig. 5: Mean effect plot for S/N ratios for material removal rate, 

(MRR). 

It is clear from Figure 5 that MRR is maximum at the 2
nd

 level 

of parameter A, 1
st
 level of parameter B, 3

rd
 level of parameter C 

and 3
rd

 level of parameter D. The S/N ratio analysis suggests the 

same levels of the parameters (A2, B1, C3and D3) as the best levels 

for maximum MRR. 

Table 7:Initial machining condition based on result of EWR. 

Factors Level Level Description MRR g/min S/N Ratio 

A 2 + 

0.2494 -12.0620 
B 1 800 

C 3 23 

D 3 0.95 

Table 8: Optimum machining condition: MRR Predicted values. 

Factors Level Level Description MRR g/min S/N Ratio 

A 2 + 

0.3871 -8.2435 
B 1 800 

C 3 23 

D 3 0.95 

5.3 Analysis of Electrode Ware Ratio (EWR) 

The average values of S/N ratios for EWR at different levels are 

plotted in Figure 6 keeping the objective as “minimum is better”. In 

order to study the significance of the parameters in effecting the 

quality characteristic of interest i.e. Table 9 shows initial machining 

condition. The comparison of the S/N ratios between the initial 

machining parameters and the optimal machining parameters is also 

shown in Table 10. It is shown clearly that the EWR and S/N ratios 

are greatly improved through this study. 

 

Fig. 6: Mean effect plot for S/N ratios for electrode ware ratio 

(EWR). 

It is clear from Figure 6 that EWR is minimum at the 2nd level 

of parameter A, 1st level of parameter B, 3rd level of parameter C 

and 2nd level of parameter D. The S/N ratio analysis suggests the 

same levels of the parameters (A2, B1, C3and D2) as the best levels 

for maximum EWR. 

Table 9:Initial machining condition based on result of EWR. 

Factors Level Level Description EWR% S/N Ratio 

A 2 + 

0.204 13.8073 
B 1 800 

C 3 23 

D 2 0.8 

Table 10: Optimum machining condition: EWR Predicted values. 

Factors Level Level Description EWR% S/N Ratio 

A 2 + 

0.1866 14.5817 
B 1 800 

C 3 23 

D 2 0.95 

5.4 Analysis of Surface Roughness (Ra) 

The average values of S/N ratios for Ra at different levels are 

plotted in Figure 7 keeping the objective as “smaller is better”. In 

order to study the significance of the parameters in affecting the 

quality characteristic of interest i.e.  Table 11 shown initial 

machining condition. The comparison of the S/N ratios between the 

initial machining parameters and the optimal machining parameters 

is also shown in Table 12. It is shown clearly that the Ra and S/N 

ratios are greatly improved through this study. 

 

Fig. 7: Mean effect plot for S/N ratios for Surface Roughness (Ra). 

It is clear from Figure 7 that Ra is minimum at the 1
st
 level of 

parameter A, 3
rd

 level of parameter B, 1
st
 level of parameter C and 

1
st
 level of parameter D. The S/N ratio analysis suggests the same 

levels of the parameters (A1, B3, C1and D1) as the best levels for 

maximum Ra. 

Table 11:Initial machining condition based on result of Ra. 

Factors Level Level Description Ra )µm) S/N Ratio 

A 1 - 

9 -19.0848 
B 3 2400 

C 1 9 

D 1 0.5 
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Table 12: Optimum machining condition: Ra Predicted values. 

Factors Level Level Description Ra )µm) S/N Ratio 

A 1 - 

8.33 -18.4129 
B 3 2400 

C 1 9 

D 1 0.5 

5.5 Data analysis  

In this study, all the analysis based on the Taguchi method is 

done by Taguchi DOE software (Minitab15) to determine the main 

effects of the process parameters, to perform the analysis of 

variance (ANOVA) and to establish the optimum conditions. The 

main effects analysis is used to study the trend of the effects of each 

of the factors, as shown in Figures 5-7. The machining performance 

(ANOVA-significant factor) for each experiment of the L18 can be 

calculated by taking the observed values of the MRR as an example 

from Table 17. Table 13 lists the ANOVA and F test results for 

MRR. F0.05; n1,n2 is quoted from “Statistical Tables” [50]. If the 

calculated Fz values exceed F0.05; n1,n2 (Table 13), then the 

contribution of the input parameters, such as discharge currant, is 

defined as significant. Thus, the significant parameters can be 

categorized into two levels which are significant and sub 

significant. All of them are based on the fact that the Fz values are 

much larger than F0.05; n1,n2 and denoted as ** and *, respectively. 

For instance, to evaluate the MRR, the significant parameter is 

discharge currant. The remaining parameters only slightly 

contribute to the evaluation of the MRR. Similar calculations are 

also applied in evaluating the EWR and Ra. Tables 14, 15 and 16 

summarized the correlated results, indicating the significant 

parameters in evaluating the EWR and Ra, respectively, and 

Figures 8-10 graphically, has been explicate the percent of control 

Parameters on MRR, EWR and Ra. 

Table 13: Analysis of Variance for MRR. 

Parameter DOF 
Sum of 

Square 

Mean 

Square 
F F0.05;n1,n2 

Contribution 

(%) 

A 1 0.014959 0.014959 14.08* 4.96 20.35 

B 2 0.007678 0.003839 3.61 4.10 10.44 

C 2 0.034716 0.017358 16.34** 4.10 47.24 

D 2 0.005509 0.002754 2.59 4.10 7.49 

Error 10 0.010625 0.001062   14.45 

Total 17 0.073487    100 
 

Table 14: Analysis of Variance for EWR. 

Parameter DOF 
Sum of 

Square 

Mean 

Square 
F F0.05;n1,n2 

Contribution 

(%) 

A 1 44.579 44.579 5.59* 4.96 19.08 

B 2 77.972 38.986 4.89** 4.10 33.38 

C 2 29.324 14.662 1.84 4.10 12.55 

D 2 1.948 0.974 0.12 4.10 0.83 

Error 10 79.727 7.973   34.13 

Total 17 233.55    100 
 

Table 15: Analysis of Variance for Ra. 

Parameter DOF 
Sum of 

Square 

Mean 

Square 
F F0.05;n1,n2 

Contribution 

(%) 

A 1 5.227 5.227 1.86 4.96 1.12 

B 2 16.041 8.021 2.86 4.10 3.45 

C 2 412.374 206.187 73.48** 4.10 88.87 

D 2 2.271 1.136 0.40 4.10 0.48 

Error 10 28.062 2.806   6.01 

Total 17 463.976    100 

 

 

 

 

 

Table 16: Summarization of significant parameters on the machinability of 

EDM. 

Parameter MRR EWR Ra 

A * *  

B  **  

C **  ** 

D **   

**Significant parameter;*Sub significant parameter. 

 

Figure 8: percent of control Parameters on MRR. 

 

 

Figure 9: percent of control Parameters on EWR. 

 

 

 

Figure 10:Percent of control Parameters on Ra. 

6. Conclusion 

From the experiments concerned with electrical discharge in 

kerosene as a dielectric, it was found that: 

(1) Taguchi method indicate optimal experimental from all 

experiments, the experimental results for the (MRR) 

number twelve is the best through the higher signal to noise 

ratio which calculate (-12.0620), and there machining 

parameters was [Workpiece polarity(+), Discharge current 

(23 A), Pulse-on time (800 µs) and Duty factor (0.95)]. And 

the experimental results for the (EWR) number twelve is 

the best through the higher signal to noise ratio which 

calculate (13.8073), and there machining parameters was 

[Workpiece polarity(+), Discharge current (23 A), Pulse-on 

time (800 µs) and Duty factor (0.8)]. 

(2) By using Taguchi Analysis Predicted values: 

 Improve the MRR from 0.2494 g/min to 0.3871 g/min 

by increase 55.2% improve the EWR from 0.204% to 

0.1866% decreases by 8.5% 

 Improve signal to noise ratio (S/N) MRR from -12.0620 

to -8.2435 by increase 31% and signal to noise (S/N) 

EWR from 13.8073to 14.5817 by increase 5.6% 

(3) Analysis of variance (ANOVA) investigate the process 

parameters significantly affect the performance 

characteristics. The most effective parameters the discharge 
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currant of EDM mainly affects the MRR. The Pulse-on time 

largely affects the EWR.  

(4) The electrode wear ratio is close to zero at any pulse 

duration or discharge current because the energy absorbed 

by the anode is greater than that absorbed by the cathode. 

(5) Due the experiments it was found that the surface 

roughness is quit rough, and to improving the quality of this 

surface roughness is possible by using rough and finishing 

machining stages. 
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Table 17:Orthogonal array L18 with the levels result and its S/N ratio. 

No. 

Workpiece 

Polarity 

(A) 

Pulse-on 

Time 

(B) 

Discharge 

current 

(C) 

 

Duty Factor 

(D) 

MRR EWR Ra 

Observed 

Value of 

MRR 

[g/min] 

S/N Ratio 

[dB] 

Decibel 

Observed 

Value of 

EWR [%] 

S/N Ratio 

[dB] 

Decibel 

Ra 

[µm] 

S/N Ratio 

[dB] 

Decibel 

1 - 800 9 0.5 0.0085 -41.4116 4.891 -13.7879 10.8 20.6684- 

2 - 800 12.5 0.8 0.0259 -31.7340 5.007 13.9915- 14.1 22.9843- 

3 - 800 23 0.95 0.0956 -20.3908 5.096 -14.1445 24.4 27.7477- 

4 - 1200 9 0.5 0.0072 -42.8533 5.456 -14.7374 11.1 20.9064- 

5 - 1200 12.5 0.8 0.0206 -33.7226 4.824 -13.6681 13.7 22.7344- 

6 - 1200 23 0.95 0.0802 -21.9165 5.804 -15.2745 23.1 27.2722- 

7 - 2400 9 0.8 0.0022 -53.1515 10.920 -20.7644 10.3 20.0206- 

8 - 2400 12.5 0.95 0.0045 -46.9357 4.992 -13.9654 13.2 22.4114- 

9 - 2400 23 0.5 0.0231 -32.7277 7.539 -17.5462 19.1 25.6206- 

10 + 800 9 0.95 0.0691 -23.2104 0.207 13.6805 12.9 22.2117- 

11 + 800 12.5 0.5 0.0521 25.6632- 0.210 13.5556 16 24.0824- 

12 + 800 23 0.8 0.2494 -12.0620 0.204 13.8073 20.7 26.3184- 

13 + 1200 9 0.8 0.0287 -30.8423 3.387 -10.5963 14 - 22.9225 

14 + 1200 12.5 0.95 0.0985 -20.1312 0.815 1.7768 15.9 24.0279- 

15 + 1200 23 0.5 0.1215 -18.3084 0.515 5.7638 24 27.6042- 

16 + 2400 9 0.95 0.0080 -41.9382 12.624 -22.0239 9 -19.0848 

17 + 2400 12.5 0.5 0.0084 -41.5144 7.801 -17.8430 12.5 21.9382- 

18 + 2400 23 0.8 0.1510 16.4206- 0.439 7.1507 24.5 -27.7833 

 

WRW: Workpiece Removal weight [grams]. 

EWW: Electrode Wear Weight [grams]. 

MRR: Material Removal Rate [mm3/hr]. 

EWR: Electrode Wear Ratio. 
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Table 18: Sample for experimental result for the MRR and EWR. 

No. of 

Experiment 

Control 

Factors 

Workpiece 

Weight Before 

Expr. [g] 

Workpiece 

Weight after 

Expr [g] 

WRW 

[g] 

Average 

WRW 

[g] 

Electrode 

Weight  

Before [g] 

Electrode 

Weight  

After [g] 

EWW 

[g] 

Average 

EWW 

[g] 

Average 

MRR 

[g/min] 

Average 

EWR 

1 

1 A 17.8983 17.6380 0.2603 

0.2576 

105.2960 105.2846 0.0114 

0.0126 0.0085 4.891 1 B 17.9120 17.6526 0.2594 103.5217 103.5079 0.0138 

1 C 17.6424 17.3892 0.2532 112.4561 112.4433 0.0128 

2 

2 A 18.0245 17.2196 0.8049 

0.7789 

0.0392 103.4811 103.5203 

0.039 0.0259 5.007 2 B 17.8978 17.1322 0.7656 0.0462 108.7075 108.7537 

2 C 17.9545 17.1881 0.7664 0.0316 113.0141 113.0457 

3 

3 A 2.8642 15.0453 17.9095 

2.8687 

0.1317 109.0891 109.2208 

0.1426 0.0956 4.970 3 B 2.8876 14.7823 17.6699 0.1647 111.0183 111.1830 

3 C 2.8545 15.0036 17.8581 0.1314 113.2570 113.3884 

4 

4 A 0.2452 17.7859 18.0311 

0.2181 

0.0127 105.2719 105.2846 

0.0119 0.0072 5.456 4 B 0.2029 17.6065 17.8094 0.012 103.4959 103.5079 

4 C 0.2062 17.6579 17.8641 0.011 112.4323 112.4433 

5 

5 A 0.6305 17.1737 17.8042 

0.6198 

0.030 103.4511 103.4811 

0.0299 0.0206 4.824 5 B 0.6232 17.0079 17.6311 0.0296 108.6779 108.7075 

5 C 0.6059 17.1593 17.7652 0.0302 112.9839 113.0141 

6 

6 A 2.3651 15.4056 17.7707 

2.4086 

0.1367 108.9524 109.0891 

0.1398 0.0802 5.804 6 B 2.4424 15.0223 17.4647 0.141 110.8773 111.0183 

6 C 2.4184 15.4688 17.8872 0.1418 113.1152 113.2570 

7 

7 A 0.1884 17.7908 17.9792 

0.2271 

0.0238 105.2481 105.2719 

0.0248 0.0022 10.920 7 B 02010 17.4235 17.6245 0.0252 103.4707 103.4959 

7 C 0.2920 17.3061 17.5981 0.0254 112.4069 112.4323 

8 

8 A 0.1429 17.7872 17.9301 

0.1362 

0.0081 103.4430 103.4511 

0.0068 0.0045 4.992 8 B 0.1249 17.6066 17.7315 0.0063 108.6716 108.6779 

8 C 0.1409 17.7901 17.9310 0.0061 112.9778 112.9839 

9 

9 A 0.7054 17.2237 17.9291 

0.6937 

0.0528 108.8996 108.9524 

0.0523 0.0231 7.539 9 B 0.6917 16.6068 17.2985 0.0519 110.8254 110.8773 

9 C 0.6842 16.9778 17.6620 0.0524 113.0628 113.1152 

10 

10A 17.9193 1.9948 15.9245 
2.0759 

 

0.0046 105.2479 105.2525 
0.0043 

 
0.0691 0.207 10B 17.6340 2.0358 15.5982 0.0036 103.4704 103.4740 

10C 17.6983 2.1971 15.5012 0.0048 112.4021 112.4069 

11 

11A 17.6467 1.6298 16.0169 

1.5657 

0.0033 103.4430 103.4463 

0.0033 0.0521 0.210 11B 17.7120 1.581 16.1310 0.003 108.6716 108.6746 

11C 17.7390 1.4864 16.2526 0.0036 112.9778 112.9814 

12 

12A 17.9648 6.8431 11.1217 

7.4833 

0.0193 108.8803 108.8996 

0.0153 0.2494 0.204 12B 17.5426 7.2188 10.3238 0.0051 110.8203 110.8254 

12C 17.9932 8.3882 9.6050 0.0217 113.0411 113.0628 

13 

13A 17.8793 0.6326 17.2467 

0.8619 

0.0471 105.2008 105.2479 

0.0292 0.02873 3.387 13B 17.4994 1.134 16.3654 0.0165 103.4539 103.4704 

13C 17.8983 0.8192 17.0791 0.024 112.3781 112.4021 

14 

14A 17.6939 2.6127 15.0812 

2.9552 

0.022 103.4210 103.4430 

0.0241 0.0985 0.815 14B 17.8751 3.2886 14.5865 0.0257 108.6459 108.6716 

14C 17.6116 2.9643 14.6473 0.0246 112.9532 112.9778 

15 

15A 17.6567 3.8984 13.7583 

3.6459 

0.0116 108.8687 108.8803 

0.0188 0.1215 0.515 15B 17.8402 3.2587 14.5815 0.0369 110.7834 110.8203 

15C 17.6975 3.7807 13.9168 0.0079 113.0332 113.0411 

16 

16A 0.2421 17.3214 17.5635 

0.2408 

0.0258 105.1750 105.2008 

0.0304 0.0080 12.624 16B 0.2378 17.7847 18.0225 0.0154 103.4385 103.4539 

16C 0.2425 17.6594 17.9019 0.0501 112.3280 112.3781 

17 

17A 0.2427 17.5062 17.7489 

0.2538 

0.0138 103.4072 103.4210 

0.0198 0.0084 7.801 17B 0.2684 17.7280 17.9964 0.0287 108.6172 108.6459 

17C 0.2505 17.4230 17.6735 0.0171 112.9361 112.9532 

18 

18A 6.4884 11.1526 17.6410 

4.5319 

0.0170 108.8517 108.8687 

0.0199 0.1510 0.439 18B 2.3512 15.6313 17.9825 0.0206 110.7628 110.7834 

18C 4.7561 13.1435 17.8996 0.0222 113.0110 113.0332 
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1. Introduction 

Global Positioning System (GPS) provides a method for 
directly obtaining instantaneous position and velocity estimates 
using satellites based passive range measurements. GPS is a 
whole day, all-weather, passive, satellite positioning system. It 
provides high accuracy, instantaneous position, and time 
information across the world. GPS satellites transmit two L-band 
frequencies, namely: L1 (1575.42MHz) and L2 (1227.6MHz) 
with carrier wavelengths of approximately 19cm and 24cm, 
respectively. Two codes are modulated onto the carriers, namely: 
the Coarse/Acquisition (C/A) code and the Precise (P) code. The 
first is modulated onto the L1 carrier only with a wavelength of 
nearly 300m, whereas the second has a wavelength of 30m and 
modulated onto both L-band frequencies. In addition to these two 
codes, the system transmits a navigation message including the 
satellite ephemeris, satellite clock coefficients, satellite health 
data and ionospheric modeling factors. Almanac is also 
transmitted to help the receiver in finding out the satellites 
reducing the searching time. GPS has a number of ground-based 
control stations for monitoring the satellites, determining the 
satellite orbits, and uploading the navigation messages [1]. 

The GPS pseudo-range between receiver and satellite is 
obtained by matching the satellite code with the internal code 
generated by the receiver and scaling the time difference by the 
speed of light. Pseudo-range GPS C/A code observables can 
provide absolute stand-alone positioning with 3D accuracy of a 
few meters. Stand-alone GPS C/A code positioning needs at least 
four satellites to solve the four unknowns of each epoch (the 3D 
coordinates of the position and the receiver clock time).  The 
limited accuracy of this positioning technique is attributable to 
different error sources, including: satellite errors (clock and 
orbit), propagation errors (ionosphere, troposphere, and 
multipath), and receiver errors (clock, measurements noise, and 
phase center variation). Stand-alone GPS C/A code positioning 
can be used for a wide range of engineering applications not 
requiring high accuracy, such as car navigation, approximate 

positioning, Unmanned Aerial Vehicle (UAV), mapping for GIS 
applications, agriculture, disaster relief, emergency services, and 
tours [2].  

The carrier phase observation is formed by stripping the code 
from the received signal. Carrier phase observation can be 
measured to the level of 0.01 cycles giving millimeters accuracy. 
Just the fractional phase with the accumulated integer number of 
wavelengths can be measured by the receiver as the connection 
between the satellite and receiver is available. As for the initial 
total number of integer wavelengths, it is unknown which makes 
the absolute standalone one epoch based positioning impossible 
for carrier observations. This initial unknown number is known 
as the integer ambiguity. Differencing GPS (DGPS) observations 
can be used for solving this problem providing precise relative 
positioning. Relative positioning aims at determining the 
coordinates of an unknown point with respect to a known point 
or determining the vector between the two points and this 
requires simultaneous observations at the two points. With 
DGPS, some of GPS errors are reduced or removed based on the 
high correlation between these errors over short baselines. 
Differencing observations can be formed using code or carrier 
phase taking one of the following forms: single, double and triple 
differences. Single differences can be formed between two 
receivers, two satellites, or two epochs. Double differences are 
formed between any two single differences, whereas triple 
differences are between the three forms of single differences, 
including two receivers, two satellites, and two epochs [3]. 

Carrier phase DGPS can be formed using single frequency 
(L1) or dual frequency (L1&L2). The dual frequency GPS 
receivers are high-cost comparing to the single frequency 
receivers as they can deal with ionospheric error providing 
accuracy of millimeters level. Such rate of positioning quality 
can be used in precise applications, such as cadastral surveying, 
geodetic control, and strictures deformation. Low-cost GPS 
receivers (single frequency) can also provide carrier phase DGPS 
positioning based on L1 frequency; but the accuracy level tends 
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to be degraded with increasing the baseline length as the 
ionospheric error becomes significant. Single frequency GPS 
receivers have become more and more desirable due to their low 
cost and used in a wide range of engineering applications, such as 
mapping, geo-referencing, GIS data collection, aerial and close 
range photogrammetry, and transportation [4]. Figure (1) shows 

examples of low-cost single frequency GPS receivers. 

Fig. 1: u-blox GPS receiver. 

Inertial Navigation System (INS) is a navigation aid system 

that uses a computer, motion sensors and rotation sensors to 

continuously calculate the position, orientation, and velocity 

relative to a known starting point. The basic idea behind INS is to 

integrate acceleration and rotation measurements into relative 

speed of movement and direction of a moving object without the 

need for external references. Modern IMUs consist of three 

orthogonally mounted gyroscopes and accelerometers, measuring 

angular velocity and linear acceleration, respectively. Three 

magnetometers tend to be added to this system for bounding the 

significant drift of low-cost gyroscope with time [5].  

The accuracy of INS depends mainly on: the initial state 

accuracy, inertial sensor quality, such as accelerometers and 

gyros, and calculation accuracy including corrections. Also, the 

accuracy tends to be a function of the cost which increases hand 

by hand with increasing the stability and reliability of inertial 

sensors. INS is a self-contained navigation passive, worldwide, 

easy to operate and independent system and it can be used in all 

weather and attitude. However, INS should be provided with 

initial position and rotations for achieving absolute orientation. 

When it has been initialized, no more help is needed for 

navigation. INS has become a necessary request in a great deal of 

application, such as the aircraft navigation, submarines and ships, 

tactical and strategic missiles and spacecraft. Current 

developments in the Micro Electro Mechanical System (MEMS) 

construction of devices lead to manufacturing undersized and 

light IMUs opening the doors for such system to be used in more 

applications, such as human and animal motion capture. 

Examples of low-cost MEMS based INS are shown in Figure (2). 

INS suffers from different type of errors, some of them can be 

bounded, such as those of acceleration, velocity and initial tilt, 

and others hard to be bounded including azimuth misalign, 

leveling gyro drift and azimuth gyro drift. Small errors in the 

acceleration and angular velocity measurement are cumulated 

with time to be great errors in position where each position is 

calculated from the previous calculated position. Therefore, the 

position must be regularly updated from another navigation 

system depending on the quality of the sensors used and the 

accuracy required from the system [5,6]. 

INS, based on MEMS technology, has become commonly 

used due to the significant low-cost, tiny size and not including 

any spinning wheels. As a result, noise, inertial forces and 

mechanical failures can be avoided. MEMS based gyros have 

many advantages over conventional gyros, such as power 

independent memory, very low power consumption, not 

including bearings, lubricants or fluid, very short start up time, 

and very rugged and reliable. On the other hand, they are very 

sensitive to temperature changes, analogue output requires 

sampling, high gyro drift rates (20 to 30 degrees/hour), and not 

accurate enough for higher performance applications [4].     

Fig. 2: Microstrain IMU. 

The integration between GPS and INS can help to overcome 

the limitations of the two systems providing integrated system 

better than either on a stand-alone basis. For example, INS 

position error drifts with time, whereas GPS solution is time 

independent. Also, INS outputs are relatively high frequency, 

whereas GPS solution is low frequency. INS is totally self-

contained and autonomous operation, while GPS is dependent on 

the availability of satellites. Attitude capability is limited in the 

case of GPS comparing to INS which can provide accurate and 

high rate attitude data. The need of initialization is another 

limitation of INS where it just provides relative positioning and 

rotations. This is not the case with GPS, which can self-initialize 

in flight. In the integrated system, INS aids GPS to reduce 

susceptibility to jamming, sensitivity to vehicle manoeuvres, 

velocity errors and satellite acquisition and reacquisition times. 

On the other hand, GPS helps INS to reduce propagation of 

errors with time and to provide initial positioning and rotating. 

This integration can be carried out in one of three main 

integration levels, namely: uncoupled, loosely coupled, and 

tightly coupled [7].  

Uncoupled integration is the simplest level of integration as 

the INS indicated position and velocity are reset at regular 

intervals of time using the position and velocity estimated by 

GPS. This method engages minimum changes to both systems 

and it does not help to enhance the performance and avoid 

jamming. Also, when GPS is hidden, the quality of positioning 

solution decreases rapidly [4,6]. The loosely coupled integration 

is the typical integration of stand-alone INS and GPS. In this 

integration level, the GPS is run autonomously and, at the same 

time, INS and GPS integrated solution is enabled. The estimated 

position and velocity, provided by INS and GPS are compared 

and the differences are inputted to the estimation filter. The 

advantage of this approach comes from its redundancy where two 

navigation solutions are provided: that of stand-alone GPS and 

the other of GPS/INS integration. This integration approach can 

be used with any INS and GPS receiver if the necessary number 

of GPS satellites is available. Also, loosely integration has high 

flexibility and modularity as well as less computation and 

complexity due to the independent operation. When GPS is 

hidden or less than the necessary number of satellites are 

available, the INS stand-alone solution based on Kalman filter is 

used to fill in the gap which will drift in time depending on the 
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stability of the accelerometers and gyros used [6,7]. The tightly 

coupled integration is another GPS/INS integration method, in 

which no separated GPS navigation solution is given. In this 

method, a single integration filter is used to combine the raw 

GPS measurements and those constructed from INS prediction. 

The filter straight accepts their differences to get the INS error 

estimates. This integration gives a more accurate solution than 

the previous methods. This can be attributed to the fact that the 

GPS observables used in the combination process of the tightly 

coupled integration are not in the same correlation level of the 

position and velocity solutions used in the loosely coupled 

approach [4]. 

In this paper, the integration of low-cost single frequency GPS 

with low-cost MEMS based INS will be evaluated in order to 

investigate whether this integration can help to overcome the 

limitations of the two systems and provide integrated system 

better than either on a stand-alone basis. This level of integration 

has become more and more common and a number of integrated 

systems have been introduced during the last a few years. Figure 

(3) show an example of low-cost GPS/INS integrated sensors.  

Fig. 3: Xsens low-cost GPS/INS system. 

The integration of low-cost INS with dual frequency GPS has 

been widely studied and the same for the integration of tactical 

grid INS with low-cost GPS. See [8] & [9].  However, reliable 

investigations into the integration of the two low-cost level 

sensors are still needed and more efforts in this area are required, 

which will be the focus of this paper.  

2. Methodology 

The methodology followed in this paper for evaluating the 

integration of low-cost GPS/INS sensors  depends on evaluating 

the two sensors individually, and comparing the results with 

those of the integrated system  Firstly, the low-cost single 

frequency GPS receiver will be tested individually in different 

GPS environments with different positioning techniques to 

investigate the accuracy level can be obtained from such sensor. 

Secondly, low-cost MEMS based INS will also be tested 

individually to investigate the gyros drifting rates and the 

accelerometers performance. After that, the integration of these 

two low-cost sensors will be evaluated comparing to the stand-

alone performance of each sensor. The data used in this paper has 

been collected as a part of the author's PhD, studied at 

Nottingham University, UK, 2014, and funded by Benghazi 

University, Libya. 

3. Evaluating Low-Cost Single Frequency GPS Receivers 

u-blox GPS receivers are considered to be from the most 

common  low-cost L1 frequency (C/A Code)  GPS receivers 

which are used in a great range of navigation and positioning 

applications. These receivers can provide an estimated accuracy 

of 2.5 and 5 m in plan and height, respectively. According to the 

manufacturer, this small and light receiver, with size of 25.4 mm 

x 25.4 mm x 3 mm and weight of just 3 grams, has several 

advantages, such as excellent navigation accuracy even at low 

signal level, powerful multipath detection and removal, fast time 

to first fix, high acquisition and tracking sensitivity, ultra-low 

power consumption and industrial operating temperature range 

between -40 and 85°C. This is in addition to its ability to be 

supported by DGPS networks, such as WAAS and EGNOS 

providing comparable accuracy level. u-blox GPS receiver 

performs the whole GPS signal processing in one receiver with 

Patch antenna providing uncomplicated and effortless integration 

with short time, low-cost and minimum design risks [10,11].  

Two common low-cost u-blox GPS receivers (u-blox 4 & u-

blox 6) have been chosen in this paper to be tested and evaluated 

in different GPS environments with different positioning 

techniques.  The two receivers have been connected with dual 

frequency GPS receiver (Leica GS10) to the same vertical dipole 

antenna by antenna splitter. Using the same antenna and applying 

the tests at the same time help the receivers to be evaluated under 

the same GPS conditions, such as satellite geometry and 

multipath environment. Leica Geo Office 8.3 software has been 

used to process the raw data of each receiver as static carrier 

phase DGPS. This software needs the u-blox files to be converted 

to RINEX format using, for example, Teqc software. The 

coordinates achieved from each receiver have been compared to 

the ‘true’ coordinates achieved via dual frequency GPS receiver 

with several hours of static carrier phase DGPS.  Different 

periods of static carrier phase DGPS have been tested to 

investigate the effect of fixing time on the positioning quality. 

Figure (4) shows the 3D positioning accuracy as a function of 

fixing time. 

 

Fig. 4: Static carrier phase DGPS positioning accuracy as a 

function of fixing time. 

It is clear from the figure that the accuracy, in general, is a 

function of fixing time where the more observations, the better 

outputs. This can be attributable to the fact that increasing the 

number of observations for measuring the same variables tends to 

close the final results to the absolute mean value which is 

achieved using infinity number of observations. This absolute 

mean value is equal to the true value when cancelling out the 

systematic errors. From the figure, the positioning quality 

provided by the two single frequency GPS receivers is less than 

that of dual frequency receiver. This can be referred to the 

following reasons:  

1. Dual frequency receivers have the ability to mitigate the 

effect of ionosphere delay through a linear combination of 

code or carrier measurements which is named Ionosphere-

free. 
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2. Dual frequency receivers has the ability to mitigate the effect 

of multipath using powerful and complex technique called 

narrow correlation, whereas the low-cost GPS receivers used 

in this test are provided with simple mitigation filters and 

depend mainly on the recommended Patch antenna to 

eliminate the effect of the signals reflected from low angles.  

3. Using dual frequency receiver as a base station allows for 

better differential processing where the measurements of the 

two receivers are more precise due to the ionosphere and 

multipath mitigation techniques.  

Also, it can be seen from the figure that the accuracy of the 

Leica receiver has taken the shortest fixing period to be nearly 

constant. This is a clear indication about the precision degree of 

the dual frequency observations comparing to L1 based receivers. 

With precise measurements and neglected systematic errors, 

small number of observations can provide results close to the 

absolute mean value and increasing the number of such precise 

observations makes the outputs more reliable and the change in 

the accuracy level tends to unnoticeable. 

u-blox 6 has given the second best results close to those of 

Leica. This is because with carrier phase DGPS, even using 

single or dual frequency receivers, some GPS errors are 

eliminated, such as satellite orbit and clocks, and others are 

mitigated, such as ionosphere and troposphere delays. These last 

depend on the baseline and the difference in height between the 

base station and the rover which have been within 20 m and a 

few mm, respectively in this test. However, the dual frequency 

receiver is still better due to the reasons mentioned above. 

The differences between receivers have been in centimeters 

level with short fixing time and getting smaller with longer 

period. This might be because the observations of single 

frequency receiver are, theoretically, less precise than those of 

dual frequency due to the ability of the last to mitigate the effect 

of ionosphere delay significantly and reduce the effect of 

multipath using narrow correlation  technique. As a result, with 

small number of observations, the differences between the two 

receivers can be clear. However, with increasing the number of 

observations, the accuracy of the less precise measurements 

increases significantly compared to that of precise measurements 

which might improve slightly. The other theoretical reason 

behind the less accurate results of the low-cost receivers is the 

receiver noise which is often significant in such receivers [12]. 

This GPS source error cannot be reduced or cancelled out with 

DGPS rounding about one centimeter. However, the receiver 

noise of the low-cost GPS receivers used in this project has been 

evaluated, as will be shown later, and found as small as can be 

neglected.  

It is also clear from the figure that u-blox 6 has been better 

than u-blox 4 to some extent. According to the manufacturer, u-

blox 6 receiver has been developed for better positioning but 

these developments have not been mentioned in the manual. The 

only clear reason behind these differences in the results might be 

the number of channels of each receiver, where u-blox 6 is 

provided with 50 channels comparing to 16 channels for the other 

receiver. In addition to reducing power consumption, increasing 

the number of channels helps to speed up satellite acquisition, 

increase the sensitive for GPS signals and reduce the probability 

of losing a 3D fix even in urban and dense areas. All of these 

advantages can help to provide better positioning accuracy [4]. 

For more investigations, the same data have been processed as 

kinematic carrier phase DGPS to evaluate the accuracy of each 

receiver with mobile solution. The position of each epoch has 

been compared to the antenna position and the Roth Mean 

Squares Error (RMSE) has been calculated. Moreover, code 

measurements of the two low-cost receivers have been evaluated 

to assess the quality of stand-alone code positioning which is one 

of the main navigation options adopted in low-cost integration 

systems. Table (1) illustrates the results.  

It can be seen from the table that u-blox 6 receiver is better 

than u-blox 4 in both kinematic carrier phase DGPS and A/C 

code positioning, which can be attributed to the above mentioned 

reasons. It is clear from the table that, in general, the plan quality 

is better than the altitude quality which can be referred to the 

satellite geometry. Theoretically, the best overall quality can be 

achieved with 4 satellites distributed with 90 degrees in azimuth 

and at 40 to 50 elevation angle. Increasing this last helps to 

achieve better plan quality and leads the vertical quality to be 

reduced and vice versa [1]. 

On the other hand, using low elevation satellites tends to be 

avoided affecting the attitude quality. This is because GPS signal 

path of the low elevation satellite passes through more 

atmosphere than the vertical satellite. This is important where the 

positioning calculation in GPS is based on the assumption that 

GPS signal travels in a vacuum. Therefore, signals of low 

elevation satellites have more delay and consequently give less 

precise results. Also, passing the signal through the atmosphere 

for longer distances tends to make it noisier and not clean 

affecting the goodness of data [1, 2, 4]. Satellite geometry can 

also be the reason behind being the quality in E direction, 

generally, better than N direction as seen from the table. In GPS, 

the number of satellites in E-W direction is more than that of N-S 

direction due to the inclination angle of the satellite orbits. GPS 

satellite orbits have 55 inclination angles which mean the 

satellites fluctuate in the area between +55 degree and -55 degree 

from the Equator [4]. 

This means that in areas located above this degree, the 

majority of satellites are locate overhead and on E, W and S 

directions and a few satellites can be detected in the north with 

low elevation angles due to the height of the satellite above the 

Earth. Figure (5) shows the ground track of the satellite with an 

inclination angle of 45°, Figure (6) shows an example of the 

satellite distribution over Nottingham University and Figure (7) 

illustrates how the satellites appear in the North. 

Table 1: u-blox 6 Vs. u-blox 4: K DGPS & A/C Code. 

Positioning 

technique  

u-blox 6(RMSE) u-blox 4 (RMSE) 

E m N m H m E m N m H m 

K DGPS  0.043 0.049 0.084 0.047 0.058 0.109 

A/C Code  1.087 1.163 1.972 1.191 1.312 2.400 
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Fig. 5: Satellite ground track 

 
Fig. 6: GPS satellite distribution. 

 
Fig. 7: Satellites in North direction. 

Another test has been applied to investigate the possibility of 

using such low-cost GPS receivers as a base and rover for single 

frequency DGPS. This can help to reduce the cost significantly 

where the user just needs one known point within a few 

Kilometers from the working area and then low-cost static and 

kinematic carrier phase DGPS can be applied. Two u-blox 6 GPS 

receivers have been fixed on known points and the raw data has 

been collected for different periods and static and kinematic 

DGPS have been applied using GravNav software. Leica dual 

frequency receiver has also been used as a base station in this test 

to investigate the effect of using different types of receivers as a 

base station. Figure (8) and table (2) illustrate the results. 

Table 2: Using Leica and u-blox 6 as a base station for 

kinematic carrier phase DGPS (RMSE). 

u-blox receiver.  Leica receiver  

E m N m H m E m N m H m 

0.037 0.048 0.091 0.042 0.045 0.078 

The results show that an accurate single frequency DGPS can 

be applied using such low-cost single frequency GPS receivers as 

a rover and a base station, both in static and kinematic 

positioning. It should be mentioned that when using single 

frequency receiver as a rover, just L1 measurements are used 

from the base station file for applying carrier phase DGPS even if 

dual frequency receiver is used. This logically means there 

should be no differences in the results between utilizing different 

receivers as a base station. However, the results illustrate some 

differences which might be attributed to the differences in the 

two raw data files where GPS observations tend to be filtered in 

the receiver before recorded and these filters are different 

between receivers based on the required quality and applications. 

 
 

Fig. 8: Static carrier phase DGPS with low-cost GPS receivers as 

a rover and a base station. 

As mentioned above, the receiver noise is one of the GPS 

error sources not mitigated or cancelled out with the carrier phase 

DGPS and can be doubled. To investigate the level of these low-

cost receiver noise, all errors, except receiver noise, should be 

cancelled out. To do that, zero baseline test has been applied 

using GPS simulator. This guarantees that all GPS source errors 

are cancelled out with static DGPS, except the receiver noise. 

Zero baseline test using GPS simulator overcomes the outdoor 

zero baseline tests in terms of cancelling out the antenna noise 

effect. Two u-blox 6 GPS receivers have been tested for 12 hour 

to be tested with all possible satellite constellations. Zero 

baseline test has been carried out between the two receivers, each 

one as a rover and a base station and the outputs have been 

comparing to the true position chosen in the simulator. The 

results show that the noise levels of the two receivers are within 1 

to 2 millimeters as illustrates in table 3. 

Table 3: u-blox 6 GPS receiver noise level (RMSE) mm. 

Receiver Test 1 Test 2 Test 3 

No.1 1.584 1.335 1.530 

No. 2 1.437 1.646 1.438 

According to [2], in the case of the low cost receiver, the 

carrier phase observation is expected to be slightly degraded 

compared to that recorded using a higher grade receiver, perhaps 

with an increased noise level due to lower grade components. 

Increasing system noise on the dynamic range of the carrier 

tracking loop can affect a carrier phase pseudo-range observable 

giving a greater number of cycle slips due to signal loss and 

could result in greater noise levels due to the need to increase 

tracking loop bandwidth.  

In conclusion, in this section, low-cost single frequency GPS 

receivers have been tested to assess their performance as an 

initial step to be tested with the integration system. The receivers 

have been tested in different GPS environments with different 

positioning techniques. Tests show that low-cost GPS receivers, 

such as those tested, are able to provide a comparable positioning 

accuracy level in both static and kinematic DGPS solutions. The 

results show the ability of such sensors to provide accuracy of 1 
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Red:Test 1 
Blue: Test 2 

Green: Test 3 

Black: Test 4 
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cm with static carrier phase DGPS and a mobile solution with 5 

and 10 cm accuracy in plan and height, respectively. 

Furthermore, the tests show also the high possibility of these 

receivers to be used as a rover and a base station to carry out low-

cost static and kinematic DGPS. In terms of A/C code 

positioning, 3D accuracy of a few meters can be obtained, 

deceasing significantly in multipath GPS environments.   

4. Evaluating Low-Cost Inertial Navigation System (INS) 

The Microstrain 3DM-GX3-25 Inertial Measurement Unit 

(IMU) used in this paper is inexpensive vibrating structure 

gyroscopes manufactured with MEMS technology. This sensor, 

according to the manufacture, can provide attitude heading range 

of 360 degree about all 3 axes with static accuracy of 0.5 degree 

and dynamic accuracy of 2 degrees. Also, the sensor with its 

amazing size and weight can be used in operating temperature 

between -40o and 70o with a gyro drift rate of 0.25 

degree/second. In this section, the sensor will be tested to 

evaluate the rotations quality and to investigate the possibility of 

improving the outputs by studying, modeling and correcting the 

gyro angular drifts. 

The sensor has been connected to a data logger and tested 

several times as stationary for about an hour. Figure (9) 

illustrates an example of the drifts of Pitch angle, from different 

tests as a function of time.  

 

Fig. 9: Low-cost gyro drifts (Pitch angle). 

 

The results show that the Euler angles drift with time, in 

average, by 0.29 deg./sec, which is close to that mentioned by the 

manufacturer. This drift rate is good compared with other low-

cost IMUs, such as Inertial-Cube3 and Honeywell 3000, which 

have been tested beside this sensor giving drift rate of nearly 1 

deg./sec when stopping the help of magnetometers. It can be seen 

also that the general trend of drifts, in all tests, increases quasi-

linear but with different slops which is useful for modeling and 

correcting the drifts. Gyros and accelerometers data collected 

during these tests have also been processed to calculate the 

relative positioning accuracy level can be provided by the sensor. 

The results have reflected instability in the performance of 

accelerometers and considerable random changes in the position 

although the sensor is stationary. 

Based on the linearity of the general tendency of drifting, a 

simple linear filter has been designed to provide more precise 

rotations. The idea of the filter is based on determining the 

average drift rate of each angle using the best fit line and least 

squares and using this rate as a correction for the following 

rotations. When the sensor is stationary, the change in Euler 

angles should be zero. The average drift rate for each angle has 

been calculated based on the observations of the first 10s and 

used to correct the rest of data. Results show amazing 

improvements in the gyro drifts where the errors are reduced to 

be less than 0.05 deg./sec.  

 

Figure (10) illustrates the drift rate before and after applying 

the linear filter and Figure (11) shows the results of several tests 

carried out to investigate the ability of this filter for bounding the 

gyro drifts. 

 
 

Fig. 10: Gyro drifts before and after applying the linear 

correction on Pitch angle. 

 
Fig. 11:Drift rate in Pitch before and after filtering 

In conclusion, Microstrain 3DM-GX3-25 IMU used in this 

project has been evaluated in terms of rotation quality, drift rate, 

and modeling and correcting gyro drifts. Tests show that the 

sensor can provide drift rate of about 0.29 deg./sec and the 

angular drift of this sensor is quasi-linear. Instability in the 

performance of accelerometers has been recorded during the tests 

providing considerable errors even in stationary case. Simple 

linear filter has been designed and used to correct the angular 

drifts reducing the drift rate to round about 0.05 deg./sec.  

5. Evaluating The Integration Of Low-Cost GPS/INS 

Sensors 

In this section, the integration between the two low-cost GPS 

and INS sensors, tested above, is evaluated. NovAtel GPS/INS 

system, u-blox 6 GPS receiver, Microstrain 3DM-GX3-25 IMU, 
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and data logger have been fixed in the GPS/INS testing van of 

Nottingham University. NovAtel system is used as a reference 

where it includes dual frequency GPS receiver and high precise 

tactical IMU. In addition to comparing the low-cost navigation 

solution to that of NovAtel, the individual performance of the 

low-cost GPS receiver as well as IMU will be compared with the 

low-cost navigation solution to evaluate whether such integration 

is useful for the two sensors. Kinematic data for about an hour 

has been collected in different GPS environments such as open 

sky, between buildings and under dense trees. Also, the GPS 

antenna has been switched off in some areas for testing the 

sensors when GPS signals are completely hidden.   

The data of NovAtel system have been loaded to GrafNav 

software to be integrated tightly with the row data of the 

Nottingham Geospatial Institute base station. This is because 

tightly coupled (TC) does not need full GPS solution to achieve a 

full navigation solution and it can provide more precise results 

than the other integration levels with precise IMU. The same base 

station data has been used with the low-cost GPS and INS data 

which have been integrated loosely (LC) and tightly (TC) and 

compared to NovAtel results. Figure (12) shows examples of the 

results of low-cost GPS/INS integration compared to NovAtel 

system. 

 
Fig. 12: GPS/INS integration in Open sky. 

As seen from Figure (12), in open sky where a significant 

number of satellites is available, the low-cost GPS/INS 

integration has provided excellent positioning results close to that 

of NovAtel using both TC and LC integration levels (RMSE of 

3.281 cm and 3.301 cm, respectively). This is because when GPS 

is available and healthy, the navigation solution in the case of 

low-cost loosely coupled GPS/INS integration depends 

completely on GPS carrier phase and partially on code 

measurements for determining the receiver position and uses the 

INS measurements to fast the signal reacquisition. In the case of 

tightly coupled integration, the measurements of GPS and INS 

are solved together based on the inputted weights to determine 

the receiver position. Therefore, with enough number of satellites 

and small INS weights, as in the case of the low-cost IMU used 

in the test, the effect of the IMU measurements on the tightly 

coupled navigation solution will be insignificant. Also, the 

quality of the achieved results can be referred to using 10Hz GPS 

data rate. This helps to reduce the updating periods of the IMU 

and consequently better results can be adopted from the 

navigation solution which takes the IMU data rate. 

When the number of satellites decreased due to the dense tress 

as shown in Figure (13), the loosely coupled navigation solution 

has degraded comparing to that of tightly solution. This is 

because when GPS measurements are not adequate for getting 3D 

solution, loosely coupled solution depends on the IMU 

measurements smoothed by Kalman filter to fill in the gaps 

which are degraded rapidly due to the instability of 

accelerometers and gyros. However, the tightly coupled solution 

uses the available GPS measurements (even if they are not 

enough for providing a full GPS solution) with the IMU 

observations which keep the solution better.  

 
Fig. 13: GPS/INS integration with limited satellites. 

When GPS is hidden under very dense tress or when 

switching the antenna off, the low-cost loosely and tightly 

solutions are degraded significantly comparing to NovAtel 

system as shown in Figure (14). This is expectable because of the 

high and fast drifting rates of the low-cost gyros and 

accelerometers. These drifts grow even in stationary case 

reaching several degrees and meters per seconds for the gyros 

and accelerometers, respectively. In the dynamic case, the drifts 

tend to be considerable, especially in the case of accelerometers 

where any vibration in the platform is translated as change in the 

position. 

 
Fig. 14: GPS/INS integration when GPS is hidden. 

Moreover, it can be noted that although the two solutions 

depend mainly on the INS measurements when GPS is 

hidden, the behavior of the two navigation solutions are 

completely different. This is because the prediction and 

smoothing steps in Kalman filter depend completely on the 

inputted and used measurements which are different in the 

two cases as GPS and IMU measurements are used together in 
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TC solution.  Also, it can be seen that the navigation solution, 

when GPS is hidden, depends on the trajectory direction, as 

seen in Figures (15&16). In the straight path, the solution has 

been acceptable for a good period before start drifting. 

However, in the case of curvy path, the solution starts drifting 

directly and significantly. This is because the prediction step 

in Kalman filter is affected considerably by the behavior of 

the latest updated measurements and tends to follow the same 

manners. The higher rotating and horizontal vibrating levels 

in the case of curvy paths can also affect the quality of the 

IMU measurements comparing to straight path. 

 
Fig. 15: GPS off (Straight path). 

 
Fig. 16: GPS off (Curvy path). 

In curvy paths, the horizontal vibration and suddenly changing 

in the velocity are translated as changing in the sensor’s 

positions. The gyro drift can also play a role in these errors where 

the vibrations are considered as angular velocities. These last are 

integrated and translated as changing in the sensor’s directions. 

The gyro drifts can be seen as limited in terms of value but they 

have a significant effect on the navigation solution where 

rotations are used hand by hand with accelerations to determine 

the relative positioning of the IMU. 

When comparing the performance of the low-cost GPS 

receiver individually with the low-cost navigation solutions, it 

has been noted that, in open sky as in Figure (12), the individual 

carrier phase DGPS is very similar to the two navigation 

solutions of NovAtel and low-cost GPS/INS. This is because in 

loosely coupled integration, the navigation solution depends 

completely on GPS measurements to provide a 3D solution and 

the IMU measurements are just used to help the GPS for faster 

reacquisition. In the case of tightly coupled, the effects of IMU 

measurements in the solution is reduced due to the low weights 

given to the IMU measurements. As for the small differences 

between the individual GPS and the two navigation solutions, 

this can be attributed to the synchronizing between the time of 

individual GPS readings and the time of navigation solution 

obtained from GrafNav software. This is of course in addition to 

the differences in the performance of the single and dual 

frequency GPS receivers. 

In GPS/INS integration, GPS is used to correct the change in 

position provided by the INS. These relative positioning changes 

depend on the measurements of accelerometers and gyros. 

Therefore, when correcting the change in the position, values of 

both acceleration and rotation are corrected. The rotations 

provided by the gyros, as mentioned above, can be modeled and 

corrected to be more precise. The rotations achieved from the 

low-cost navigation solution and those of NovAtel solution have 

been compared to the rotations determined directly from the 

sensor and the results are illustrated in Figure (17).  

 

Fig. 17: Yaw angle: Individual IMU and GPS/INS 

From the figure, it is clear that the rotations achieved 

individually from the sensor and those of NovAtel are close to 

each other and this is not the case with the low-cost navigation 

solution. This can be attributed to the effect of the ionosphere 

delay on the GPS measurements where in the case of single 

frequency GPS receivers, this effect is only mitigated using the 

base station corrections. This means that the precision of single 

frequency GPS measurements are less precise than those of dual 

frequency GPS positioning which use ionosphere-free method. 

The precision degree of GPS measurements plays a considerable 

role in the quality of the INS outputs where they are used as a 

main source for correcting the measurements of the 

accelerometers and gyros.  

In the case of low-cost accelerometers such as those used in 

this test, even less precise GPS measurements are useful where 

the quality of the accelerometer measurements is much less 

precise than single frequency GPS and even A/C code 

positioning. However, the performance of the IMU in terms of 

rotations is good as shown in the previous section, especially 

when modeling and correcting the drifts. Therefore, when using 

less precise GPS measurements to bound the gyro drifts, no 

improvement can be seen. The other expected reason behind 

achieving less precise GPS measurements with the low-cost GPS 

receiver is the multipath effect where NovAtel GPS receiver has 
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the ability to mitigate such effect using narrow correlation 

technique.  

In conclusion, in this test, the integration of low-cost single 

frequency GPS with low-cost MEMS based INS has been 

evaluated in order to investigate whether this level of integration 

can help to overcome the limitations of the two systems and 

provide integrated system better than either on a stand-alone 

basis. Tests show that the main aim behind the integration of 

GPS/INS is difficult to be obtained in the case of integrating low-

cost GPS/INS sensors. Tests show that such integration degrades 

the precision of the gyro measurements and may not add any 

improvements to the quality of the individual GPS positioning. 

6. Conclusion  

In this paper, the integration of low-cost L1-band based GPS 

receiver with low-cost MEMS based INS has been evaluated in 

order to investigate the advantages of such integration level over 

the individual performance of the two sensors. For reliable 

assessing, the low-cost single frequency GPS receiver and 

MEMS based INS used in this study have been tested 

individually to investigate the accuracy level can be obtained 

from such sensors; then, the integration of these two low-cost 

sensors has been evaluated comparing to the stand-alone 

performance of each sensor. The results show that low-cost 

single frequency GPS receivers are able to provide a comparable 

positioning accuracy level in both static and kinematic carrier 

phase DGPS solutions. The results show the capability of such 

sensors to provide accuracy of nearly 1 cm with static carrier 

phase DGPS and a mobile solution with 5 and 10 cm accuracy in 

plan and height, respectively. The tests show also the high 

possibility of these receivers to be used as a rover and a base 

station to carry out low-cost static and kinematic DGPS. In terms 

of A/C code positioning, 3D accuracy of a few meters can be 

obtained, deceasing significantly in multipath GPS environments.   

As for the low-cost MEMS based INS (Microstrain 3DM-

GX3-25 IMU), the sensor has been evaluated in terms of rotation 

quality, drift rate, and modeling and correcting gyro drifts. Tests 

show that the sensor can provide drift rate of about 0.29 deg./sec 

and the angular drift of this sensor is quasi-linear. Instability in 

the performance of accelerometers has been recorded during the 

tests providing considerable errors even in stationary case. 

Simple linear filter has been designed and used to correct the 

angular drifts reducing the drift rate to round about 0.05 deg./sec.  

The integration of low-cost single frequency GPS with low-

cost MEMS based INS has been evaluated in order to investigate 

whether this level of integration can help to overcome the 

limitations of the two systems and provide integrated system 

better than either on a stand-alone basis. Tests show that the main 

aim behind the integration of GPS/INS may not be possible to be 

obtained in the case of integrating low-cost GPS/INS sensors. 

Tests show that such integration degrades the precision of the 

gyro measurements and may not add any improvements to the 

quality of the individual GPS positioning. 
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1. Introduction 

Power system stabilizers are used for many years as 

supplementary feedback control signal in automatic voltage 

regulator (AVR) to add damping of the electromechanical 

oscillations. It will act through the generator excitation 

system, which produces a component of electrical torque in 

phase with speed variations to the speed deviation [1, 2]. 

The parameters of conventional PSS (CPSS) [3] are 

derived from mathematical model of the plant and designed 

at one operating condition. This confirm that CPSS is not a 

suitable  for a wide range of operating conditions. In CPSS  

the  parameters are evaluated at particular loading 

conditions. 

The design requirements are considered in [4] introduced 

both time domain and frequency domain specifications 

which are initially specified before designing the PSS 

controller, the optimization based linear control design 

technique is used to determine the optimal controller 

parameters. [5] proposed fuzzy expert system, the generator 

speed deviation and acceleration are chosen as input signals 

to fuzzy logic power system stabilizer and the desired output 

is integral square time square error and simulation results 

shows the superior of proposed technique over CPSS. 

Fuzzy logic based PSS for stability enhancement of a 

two-area four-machine system are designed in [6]. In order 

to accomplish the stability enhancement, speed deviation 

(∆𝜔) and active power deviation (∆𝑃) of the rotor 

synchronous generator were taken as the inputs to the fuzzy 

logic controller. These variables take significant effects on 

damping the generator shaft mechanical oscillations. The 

stability signals were computed using fuzzy membership 

function depending on the variables. The design of a 

proportional, derivative and integral (PID) based power 

system stabilizer (PSS) introduced in [7], that design carried 

out using a new Meta heuristic harmony search algorithm 

(HSA) to optimize the parameters. The design of PID 

controller is considered with an objective function based on 

eigenvalue shifting to guarantee the stability of nonlinear 

plant for a wide range of conditions using HSA. The use of 

the cost function to minimize the summation of the absolute 

value is used to  design Conventional PSS  in [8], and the 

absolute value is composed of the difference between the 

square of required compensation phase in excitation system 

and the square of phase provided by CPSS which should be 

minimum.  

In this paper, a velocity PID-Fuzzy Power System 

Stabilizer and its gains are tuned by Particle Swarm 

Optimization is presented. This stabilizer uses the speed 

deviation, the derivative of the speed deviation and the 

output electrical -power as inputs to the fuzzy controller 

(obtained online and assumed to be measured from the 

output of the plant). This controller is used to provide the 

necessary damping to the plant. 

2. Velocity PID Controller 

On form of the controller widely used in the industrial 

process, control is called a three terms of Proportional-

Integral-Derivative (PID) controller [9]. The PID controller 

are the most commonly used in industrial process (plant) 

control. The PID controller has the following formula. 

𝑢 𝑡 = 𝑐0+𝐾𝑝  𝑒(𝑡) +
1

𝑇𝑖
 𝑒 𝑡 𝑑𝑡 + 𝑇𝑑

𝑑

𝑑𝑡
𝑒(𝑡)

𝑡

0
            (1) 

Where:  

𝑢 𝑡 :Control action 

𝐾𝑝 : Proportional gain 

𝑇𝑖 : Integration time 

𝑇𝑑 : Derivative time 

𝑐0: Controller bias 

𝑒 𝑡 =  𝑦𝑠𝑝 − 𝑦𝑠= set point- process measurement. 

The disadvantages of the controller in eq.(1) are the 

derivative of the error is subject to the derivative kick and 

the integral part not compatible to the digital computer. Also 

set point (𝑦𝑠𝑝 ) can change instantly in a step change- this 

 

AB STRAC T  

Power system stabilizer (PSS) is used to damping power system oscillation. It will act as supplementary feedback through the generator excitation system, 

which produce a component of electrical torque in phase with speed variation. Fuzzy controllers are nonlinear. It is more difficult to set the fuzzy controller 

gains compared to conventional PID controller. This research proposed velocity (PID-FPSS) its gains are tuned by particle swarm optimization technique 

(PSO). The objective is to damp local-area oscillation that occur following power system small or large disturbances. The effectiveness of the proposed 

technique is illustrated by applying the velocity PID-FPSS to a single-machine infinite bus power system that is typically used in the literature to test the 

performance of power system stabilizers. The simulation has been conducted in MATLAB, SIMULINK (R2013a) package  .  A comparison between the 

proposed PID-FPSS and a well-designed robust power system stabilizer (RPSS) confirms the superiority of the proposed technique. 

 

Keywords: single machine infinite-bus system, velocity pid controller, fuzzy logic system, and swarm optimization technique. 
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cause 𝑒(𝑡) to have a step change whenever set point is 

changed.  

The sudden step change in 𝑒(𝑡) cause the derivative of 

𝑒(𝑡) to be infinite- this cause the derivative part to be huge 

whenever the set point is changed (derivative kick).  

To eliminate the derivative kick, the derivative part 

should be calculated based on the measurement (𝑦𝑠) rather 

than the error e(t) as in eq.(2). 

𝑢 𝑡 = 𝑐0 + 𝐾𝑝  𝑒(𝑡) +
1

𝑇𝑖
 𝑒 𝑡 𝑑𝑡 + 𝑇𝑑

𝑑

𝑑𝑡
𝑦𝑠(𝑡)

𝑡

0
        (2) 

As mentioned before, the integral part not compatible 

with digital computers. 

Since,  𝑒 𝑡 =  𝑦𝑠𝑝 − 𝑦𝑠                                                      (3) 

Then, 

𝑑

𝑑𝑡
𝑒 𝑡 =

𝑑

𝑑𝑡
𝑦𝑠𝑝 −

𝑑

𝑑𝑡
𝑦𝑠                                                    (4) 

Under normal operating conditions, when set point is not 

changing: 

𝑑

𝑑𝑡
𝑒 𝑡 = −

𝑑

𝑑𝑡
𝑦𝑠                                                              (5) 

The integral part can be replaced with summation and the 

derivative part replaced by finite difference. 

Then eq.(2) can be  rewrite at time (t) as: 

𝑈 𝑡 = 𝑐0 + 𝐾𝑝  𝑒 𝑡 +
∆𝑡

𝑇𝑖

 𝑒 ∆𝑡 − 𝑇𝑑  
𝑦𝑠 𝑡 − 𝑦𝑠 𝑡 − ∆𝑡 

∆𝑡
 

𝑛

𝑖=1

     (6) 

In eq.(6) summation can cause overflow errors on digital 

computers and (∆𝑡) is sampling time and must be small 

compared to process response time. 

Velocity PID controller form development as: 

 Evaluate position form at (t) to get u(t). 

 Evaluate position form at (𝑡 − ∆𝑡)to get 𝑢(𝑡 − ∆𝑡). 

 Subtract to get ∆𝑢 𝑡 = 𝑢 𝑡 − 𝑢(𝑡 − ∆𝑡) 

𝑢 𝑡 − ∆𝑡 = 𝑐0 + 𝐾𝑝  𝑒 𝑡 − ∆𝑡 

+
∆𝑡

𝑇𝑖

 𝑒 ∆𝑡 

𝑛

𝑖=1

− 𝑇𝑑  
𝑦𝑠 𝑡 − ∆𝑡 − 𝑦𝑠 𝑡 − 2∆𝑡 

∆𝑡
                  7  

Subtract Eq.(6) from Eq. (7) to get velocity form: 

∆𝑢 𝑡 

= 𝐾𝑝  𝑒 𝑡 − 𝑒 𝑡 − ∆𝑡 +
∆𝑡

𝑇𝑖
𝑒 𝑡 

−     𝑇𝑑  
𝑦𝑠 𝑡 − 2𝑦𝑠 𝑡 − ∆𝑡 + 𝑦𝑠 𝑡 − 2∆𝑡 

∆𝑡
                8  

The gains to be tuned in velocity PID controller by PSO are 

𝐾𝑝 , 𝑇𝑖  𝑎𝑛𝑑  𝑇𝑑 . 

3. Overview of Particle Swarm Optimization 

Particle swarm optimization (PSO) is a population based 

algorithm and it is collection of particles move in steps of 

regions and its developed by Dr. Eberhart and Dr. Kennedy  

in 1995, inspired by social behavior of bird flocking or fish 

schooling [10]. 

The features of the PSO are as follows 

 The method is based on searching on groups or 

swarm such as fish schooling and bird flocking. 

 PSO is easy to implement as algorithm which is 

written in a very few lines of code and there are few 

parameters to adjust. 

 PSO learned from the scenario and its used to solve 

the optimization problems 

PSO is a method used for optimization of continuous 

nonlinear functions. According to the research results for the 

bird flocking, birds find the foods by flocking not by each 

individual. Each particle keeps track of its coordinates in the 

space, which are associated with the best solution. This 

value is called pbest. Another best value that is tracked by 

the global version of the particle swarm optimizer is the 

overall best value, and its location obtained so far by any 

particle in the group, is called gbest.  

The PSO concept is, at each time step, changing the 

velocity of each particle toward its pbest and gbest location. 

The modified velocity of each agent can be calculated 

using the current velocity and the distance from pbest and 

gbest as shown below  

 

)(

)( 21

1

k

i

k

i

k

ii

k

i

sgbest

randcspbestrandcvwv






        (9) 

Where, 
k

iv      : Current velocity of particle i at iteration k, 

1k

iv    :  Modified velocity of particle i, 

rand  : random number between 0 and 1, 

k

is      : current position of particle i at iteration k, 

      pbest  : pbest of particle i, 

      gbest  : gbest of particle i, 

iw       : Weight function for velocity of agent i, 

ic      : Weight coefficient. 

Using the above equation, a certain velocity that 

gradually gets close to pbest and gbest can be calculated. 

The current position (searching point in the solution space) 

can be modified by the following equation. 
11   k

i

k

i

k

i vss
                                                      

(10) 

Figure (1) shows the concepts of modification of a 

searching point by PSO. 

 

Fig. (1):Concept of modification of a searching point. 

http://www.engr.iupui.edu/~eberhart
http://www.particleswarm.net/JK/
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ks    : current searching point, 
1ks  : modified searching point, 

kv    : current velocity, 
1kv    : modified velocity, 

pbestv  : velocity based on pbest, 

gbestv   : velocity based on gbest. 

Figure (2) shows a searching concept with agent in a 

solution space. 

 

Fig. (2): Searching concept with agent in a solution space by 

PSO. 

The algorithm of PSO 

The proposed algorithm of PSO for searching the optimal 

PID-FPSS gains as follow 

1. Initialize the swarm with random positions    and 

velocities. 

2. Calculate the fitness function of each particle by: 
1

2
𝑠𝑢𝑚 𝑦𝑠𝑝 − 𝑦𝑠 

2
𝑡                                           (11) 

In this paper ( 𝑦𝑠𝑝 ) is actual speed set point and ( 𝑦𝑠) is 

actual speed measurement. 

3. Determine the 𝑝𝑏𝑒𝑠𝑡 and the 𝑔𝑏𝑒𝑠𝑡 positions. 

4. Update the velocity of particle using Eq. (9). 

5. Update the position of particle using Eq. (10). 

6. If the evaluation value of each particle is better than the 

previous𝑝𝑏𝑒𝑠𝑡, the value is set to𝑔𝑏𝑒𝑠𝑡. If the best 

𝑝𝑏𝑒𝑠𝑡 is better than𝑔𝑏𝑒𝑠𝑡, the value is set to𝑔𝑏𝑒𝑠𝑡. 

7. If the iteration number reaches the maximum iteration 

number, then go to step 8. Otherwise, go to step 2. 

Plot𝑒𝑠𝑡 , 𝑔𝑏𝑒𝑠𝑡 and compute the Eq. (11) for the control 

candidates with optimal values of PID-FPSS gains. 

4. Design of Velocity PID-FPSS 

The control problem is to design velocity PID controller 

in eq. (8) as fuzzy logic controller. Velocity PID controller 

can be converted into a fuzzy controller in a nonlinear 

manner to enhance robustness. 

Consider fuzzy PID controller with three inputs as 

(∆𝜔, ∆𝜔  &∆𝑃𝑒) and out put (∆𝑢). 

Where: 

∆𝜔: Speed deviation (actual speed deviation – actual speed 

measurement). 

∆𝜔 : Derivative of speed deviation. 

∆𝑃𝑒 : Electrical power deviation. 

∆𝑢: Control action 

The proposed PID-FPSS is designed as follow [11]: 

1. Identification of inputs and output variables as 

(∆𝜔, ∆𝜔  , ∆𝑃𝑒& ∆𝑢). 
2. Select the membership functions for the inputs and 

outputs as in Fig. (3). 

3. Construction the fuzzy control rules as in table (1). 

4. Selection of the compositional rule of inference. 

5. Defuzzification method, transformation of fuzzy 

control set into fuzzy control action. 

The center of area method is used for defuzzification. 

Gaussian membership function to represent the inputs/ 

output linguistic variables. For each inputs/ output variables, 

three labels are defined as shown in Fig. (3). 

 

 

 

 
Table 1.  Fuzzy rule base of PID-FPSS. 

∆ω 

∆𝜔  
N Z P 

N N N Z 

Z N Z P 

P Z P P 

 

 
Fig. (3): Fuzzy variable, Xi, three-membership function. 

N, Z and P stand for negative, zero and positive.  The 

value Xmax and Xmin represent maximum and minimum 

variation of the input and output signals. The values are 

selected based on simulation information. A decision table is 

constructed consisting of 9 rules. An example of the i
th
 rule 

is: 

If ω is N and  𝑷 is P then U is Z 

A symmetrical fuzzy rule set is used to describe the PID-

FPSS behavior as shown in Table 1. 

The procedure to design a FLC can be found in [1]. 

The PID-FPSS parameters are getting by particle swarm 

optimization (PSO) are: 

𝐾𝑝 =  7       ; 𝑇𝑖 = 0.32                 ; 𝑇𝑑 = 0.12 

5. Implementation to Single Machine Infinite-Bus Model 

Figure (4) shows the system under study. It comprises a 

single machine connected to an infinite bus through a tie line. 

The machine is equipped with a static exciter. The system is 

represented by the block diagram proposed by deMello and 

Concordia [12]. The generator is represented by third-order 

nonlinear model and the static exciter is represented by a first-

order model. The nonlinear equations of the machine are given 

in [13]. 

6. Simulation Results 

The PSS that is used for comparison is a simple robust 

power system stabilizer (RPSS) is designed  in [13] that can 
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properly function over a wide range of operating conditions and 

extend the machine load ability. The lead compensator design is 

achieved by drawing the root loci for a finite number of extreme 

characteristics polynomials. Such polynomials are obtained, 

using the kharitonov theorem [13], to reflect wide loading 

conditions on characteristics equation coefficient.  

For a comparison purpose, the system is configured to 

switch between two control techniques. In order to show the 

response of PID-FPSS and RPSS as shown in Fig. (4). 

 

Fig. (3): Fuzzy variable, Xi, three-membership function 

To investigate the power system performance. The 

system responses to a three-phase fault at t = 0 sec. and 

cleared after 100ms, will show the response of the system 

for two operating conditions. 

The performance of each control law was measured by 

the performance index as in eq. (11) 

The selected loading conditions are as follows: 

a) Operating Condition 1: Electrical Power (𝑃𝑒 =
0.8 𝑝𝑢). 

b) Operating Condition 2: Electrical Power (𝑃𝑒 =
0.3 𝑝𝑢) 

 

Fig. (5):Speed deviation response at (𝑃𝑒 = 0.8 𝑝𝑢). 

 

 

Fig. (6): speed deviation response at (𝑃𝑒 = 0.3 𝑝𝑢). 

TABLE 2. The performance index of (∆𝜔), at operating 

condition 1. 

Controller Speed Deviation 

PID-Fuzzy PSS 225 

Robust PSS 256 

 

TABLE 3. The performance index of (∆𝜔), at operating 

condition 2. 

Controller Speed Deviation 

PID-Fuzzy PSS 450 

Robust PSS 501 

7. Conclusion 

PID-FPSS technique was designed based velocity PID 

controller and its gains are tuned by particle swarm 

optimization technique. 

Fuzzy Power system stabilizer was developed based on 

linguistic rules of fuzzy basis function. The performance of 

the proposed stabilizer was investigated and compared with 

the robust PSS was designed in [13]. Through the dynamic 

simulations of a single machine infinite bus power system, 

the simulations form Fig. (5), Fig. (6), Table (2) and Table 

(3) have shown that a significant improvement can be 

achieved with PID-FPSS for a two different operating 

points. 

References 

[1] W. Watson and Manchur, "Experience with supplementary 

damping signals for generator excitation systems" IEEE Trans. 

on power apparatus and systems, vol PAS–1973, PP. 193-203. 

[2]  F. P. deMello, L. N. Hannett and M. Undrill “Practical 

approaches to supplementary stabilizing from accelerating 

power" IEEE Trans. On power apparatus and systems, vol PAS-

1978, PP. 1515-1522.  

[3] H. Joe Chow, E. G. Boukarim and A. Murdoch “Power system 

stabilizer as undergraduate control design project" IEEE Trans. 

On power apparatus and systems, vol PAS-2004, PP. 144-151.  

[4] G. Y. Rajaa Vikhram, S. Latha " Design of power system 

stabilizer for power system damping improvement with multiple 

design requirements" international journal of soft computing 

and Engineering (IJSCE) ISSN: 2231-23077, vol. 2, 2012. 

[5] M. Megala, Rajan, C. Cristober Asir “Design of fuzzy logic 

power system stabilizer in multi-machine power system" 

0 0.5 1 1.5 2 2.5 3
-2

0

2

4

6

8

10

12
x 10

-4

t(sec)

S
p
e
e
d
 
d
e
v
ia

t
io

n
 
(
p
u
)

 

 

PID-FPSS

RPSS

0 0.5 1 1.5 2 2.5 3
-6

-4

-2

0

2

4

6

8

10

12

14
x 10

-4

t (sec)

S
p
e
e
d
 
d
e
v
ia

t
io

n
 
(
p
u
)

 

 

PID-FPSS

RPSS



Libyan Journal for Engineering Research (LyJER)  Volume (1) № (1) March 2017 

                                                                                                                                                                                    ISSN 2522-6967 

Faculty of Engineering, Benghazi University, Benghazi – Libya                                                                                              

www.lyjer.uob.edu.ly 

37 

 

proceedings of the international conference on frontiers of 

intelligent computing: theory and application 2013. 

[6] P. Kripakaran, M. Vigneshan, S. Asvnth, B. Sivachandiran " 

performance of power system stabilizer using fuzzy logic 

controller" journal of electrical and electronic engineering 

(JOSR-JEEE) , vol. 9. 2014, pp. 42-49. 

[7] D. K. Sambariya, R. Prasad " Design of robust PID power 
system stabilizer for multimachine power system using HS 

algorithm" American Journal of Electrical and Electronic 

Engineeringvol. 3, No. 3, 2015, pp 75-82. 

[8] X. Li, Z. Wang, Junhua Xu, and B. Chen "Power system 
stabilizer parameters designing based on genetic simulated 

annealing algorithm" JOCET 2016 vol.4, No.3, 2016, pp 178-

182. 
[9] Haider A. and Sulochana W. "Intelligent PID Controller Tuning 

for Higher Order Process System" International Journal of u- 

and e- Service, Science and Technology Vol.8, No. 6, 2015, 
pp.323-330.  

[10] T. Hussein and A. Shamekh “Performance Assessment of Fuzzy 

Logic Power System Stabilizer on North Benghazi Power Plant" 
Hindawi Publishing Corporationn Conference Papers in 

Engineering , 2013. 

[11] John H. “Fuzzy control and identification" published by John 
Wiley & Sons, 2010. 

[12] F. P. Demello, C. Concordia " Concepts of Synchronous 

Machine Stability as Affected Excitation Control" IEEE 

Transactions on Power Apparatus and Systems, vol. pas-88, no. 
, pp 316-328. 1969.  

[13] H. M. Soliman, A. L. Elshafei, A. A. Shaltout and M. F. Morsi " 

Robust Power System Stabilizer" IEE Proceeding on Electrical 
Power Aplication, vol 14, pp 285-291. 

 
 

http://www.sciepub.com/journal/AJEEE
http://www.sciepub.com/journal/AJEEE
http://www.sciepub.com/journal/AJEEE
http://www.sciepub.com/journal/AJEEE


Libyan Journal for Engineering Research (LyJER)  Volume (1) № (1) March 2017 

                                                                                                                                                                                      ISSN 2522-6967 

Faculty of Engineering, Benghazi University, Benghazi – Libya                                                                                              

www.lyjer.uob.edu.ly 

38 

 

Energy and Exergy Analysis for Unit13E1 of Benghazi Combined Cycle 

Power Plant 

Idris Elfeituri* and Hamza El Gehani 

University of Benghazi, Benghazi, Libya 

 Corresponding author. Tel.: +218944710641; e-mail: idrisffff@yahoo.com 

1. Introduction 

The availability of production electricity is essential to the 
economic strength of a nation. Electricity demand has therefore 
gained remarkable attention over the last few decades due to the 
higher standard of living and increasing number of consumers 
etc. Among the existing technologies, combined power plants 
dominate nowadays the electricity generation worldwide due to 
their high thermal efficiencies and power. In Libya, some of 
these plants are being installed [1]. Power plants where gas 
turbines are combined with steam cycles are particularly 
interesting for their higher overall efficiency (50 -60%) than 
either of the cycles executed individually [3, 4, 5]. 

 The combination of the two kinds of cycles is possible due to 
the high exhaust heat temperature of gas turbines. The electricity 
generating companies are striving to improve the efficiency and 
performance of their power plants. To achieve this, the locations 
and causes of useful energy destruction and losses in the power 
plant components have to be investigated and found. Exergy 
analysis has increasingly attracted the interest of many 
researchers to achieve the above goal. The purpose of exergy 
analysis is generally to identify the location, the source and the 
magnitude of true thermodynamic inefficiencies in power plants. 
Moreover, the results provided by exergy analysis can be used as 
a guide for reducing the thermodynamic inefficiencies of power 
plants and improving their performance [6, 7, 8].  

Exergy analysis has been widely used by many researchers in 
evaluation, optimization and improvement of thermal power 
plants. Many researchers, such as Ameri et al. [2], kotas [9], 
Moran [10], Rahim [11] Ersayinet al [12] have carried out exergy 
analysis on combined cycles power plant. According to their 
results, most of exergy is lost during the combustion process. 
Balli et al [13] carried out the exergy analysis of a gas turbine 
cogeneration power plant the results showed that 68% of the 
overall exergy destructed is occurring in the combustion 
chamber. The exergy concept has also play an important role in 
making an energy policy as elaborated by Rosen and Dancer 
[14]. According to them exergy does not only address the impact 
of energy resource use on the environment but prove to be a 

suitable technique for promoting the goal of improved energy 
conversion. 

The exergy analysis is not so popular among industrial 
fraternity (friends) in Libya and it needs much more attention and 
application so that the irreversibility can be minimized and thus 
the systems can be operated at much higher efficiency and less 
emissions. There have been no enough studies on the exergy 
evaluation of power plants in Libya and it needs mulch more 
attention and application so that the useful energy destruction and 
losses can be minimized to the plants can be operated at higher 
efficiency. 

 The present work is one such effort to explain the application 
of energy-exergy analysis of a 476 MW combined cycle power 
plant located in Benghazi-Libya. The thermodynamic model and 
performance evaluation for the power plant by energy-exergy 
analysis using the design data at full load are presented. 

2. Energy and Exergy Analysis 

Energy analysis is based on the first law of thermodynamics, 
which is related to the conservation of energy. While exergy 
analysis is based on the second law of thermodynamics which 
state: the conservation of mass and degradation of the quality of 
energy along with the entropy generation in the analysis of 
energy systems [6]. The exergy analysis calculates the system 
performance based on exergy, which defined as the maximum 
possible reversible work obtainable in bringing the state of the 
system to equilibrium with the environment [6,7]. The loss of 
useful energy in power plants cannot be justified by the energy 
analysis, as it does not differentiate between the quality and 
quantity of energy [14]. Energy analysis presents only quantities 
results while exergy analysis presents qualitative results about 
actual energy consumption [6, 8, 9]. On the other hand, exergy 
analysis, based on the exergy analysis recognizes magnitudes and 
locations of the useful energy losses during any thermodynamic 
process. The primary objectives of exergy analysis are to analyze 
the energy system components separately and to identify and 
quantify the sites having the maximum energy and exergy losses. 

 

AB ST R ACT  

Presented in this paper, an exhaustive energy-exergy analysis of a 476 MW combined cycle power plant located in Benghazi-Libya, as an example to 

illustrate the utility and importance of exergy analysis compared with energy analysis.  The proposed power plant cycle was simplified into sub-systems 

and modelled. These models of mass, energy and exergy balance equations were applied to each sub-system and farther validated by the manufacturer‘s 

data at design operating condition. The results indicate that, the power plant has an overall energy and exergy efficiencies of 55.0% and 52.0% respectively. 

The total exergy destruction rate is found to be 444.2 MW (48.3 % of fuel input exergy). Significant exergy destruction rate is found to occur in the 

combustion chamber which contributes a major share of 340.7 MW (37.06%), followed by heat recovery steam generator with 35.7MW (4. %). Moreover, 

the results of the exergy analysis are compared with those of energy analysis. The comparison is quite of interest. The exergy analysis is much more 

enlightening, because the dissipations and efficiencies measured with availability are true one, where as those measured with energy are erroneous and 

misleading. The benefit of this study has enabled us to identify sites where loss of useful energy (exergy) takes place in a power plant and its performance 

can be evaluated. The results presented here are of real practical value in many ways, they can be valuable for the academic research interest. 

 

Keywords: Combined Cycle Power Plant, Modelling, Energy, Exergy Analysis. 
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3. Power Plant Process Description 

The Benghazi-North combined cycle power plant was selected 
for the present work. The power plant was installed and 
commissioned by ABB in 1995, the design and arrangement of 
the plan was done in view later combined cycle conversion 
(1999) [1]. The plant consists of two gas turbines (GTs) units 
type 13E, 167 MW each, and one steam turbine (ST) unit with 
142 MW. The detailed process flow-sheet of the plant is shown 
in Fig. 1. The gas turbine (Siemens, AG Germany) is shown as a 
topping plant cycle, whereas the steam turbines (HP and LP) 
forms the low temperature cycle. Each of GT-unit consists of 
compressor, combustion chamber and gas turbine. The ST-unit 
consists of condenser, Deaerator, feed-water heater, high-
pressure drum, low and high pressure economizers, high pressure 
evaporator and super-heater. The connecting link between the 
two cycles is the heat recovery steam generator (HRSG). 

The principle of the combined cycle considered in this study is 
that, air enters into compressor at state point ‗1‘ and compressed 
at state ‗2‘ and transferred to combustion chamber (CC) where 
combustion of fuel (natural gas injected at state point ‗5‘) takes 

place and producing high-temperature flue gases (1142.0 °C). 
These high pressure-temperature gases are expanded in a GT unit 
from state point ‗3‘ to state point ‗4‘ and doing useful shaft work 
to drive an electrical generator for producing electricity. The 
exhaust gases (530.0°C) from the GT have still some energy 
which recovered in HRSG. In the steam cycle there are two 
levels of steam pressures on each evaporator. The superheated 
steam (515 °C, 80 bar) HP-E enters into HP-ST at state point ‗17‘ 
for farther expansion. The superheated steam (288 °C, 5.5 bar) 
from LP-E before entering the LP-ST mixes with the exit steam 
coming from HP-ST turbine at state point ‗20‘. The exit steam 
from LP-ST at state point ‗30‘ is condensed into a condenser up 
to a pressure of 0.06 bar. The condensate steam is then directed 
to the FWH and DA. The BFWP circulates the feed-water to 
HRSG through the low pressure economizer and evaporator then 
the flow is divided into three streams to continue the cycle. The 
operational data at design condition was collected from the 
Ministry of electricity and the power plant manufacturer. This 
data includes the state of all streams and the power output at 
design condition. The design parameters of the power plant are 
presented in Table 1. 

 
Fig.1:Schematic diagram of the selected combined cycle power plant. 

 

Table 1:Design data and parameters of the plant [1]. 

Parameters Values 
Ambient condition 25 °C/1.013 bar 
Compressor inlet temperature 25 °C 

Compressor inlet pressure 1.013bar 

Compressor pressure ratio 12.5 [-] 
Compressor air mass flow rate 2x450 kg/s 

Compressor efficiency 89.0 % 

Air gas constant 0.288 kJ/kg.K 
Air ―kappa‖ 1.38 

Specific heat capacity air 1.06 kJ/kg.K 

Combustion efficiency 98% 
Combustor pressure drop 0.5 bar 

LHV (NG) of fuel 44.5 MJ/kg 

Turbine inlet temperature 1142.0 °C 
Turbine exit pressure 1.023 bar 

Gas turbine efficiency 90.3% 

Temperature of gases at HRSG outlet 125.8 °C 
Exhaust gas constant 0.288 kJ/kg.K 

Exhaust ―kappa‖ 1.38 

Continue Table 1;  
Specific heat capacity for gas 1.134 kJ/kg.K 

HP steam turbine inlet temperature 515.0 °C 

Steam turbine efficiency 82.3 % 
Deaerator pressure 1.19 bar 

Condenser pressure 0.063 bar 

Cooling water inlet temperature 27 °C 
Cooling water outlet temperature 34.3 °C 

Generator efficiency 98. % 

4. Thermodynamic Model and Analysis 

The present study introduces a comparative energy and exergy 
analysis for Benghazi-North combined power plant based on the 
design condition with the following assumptions: 

1. Full load, design operating condition of the power plant is 

considered. 

2. Air and combustion products are treated as ideal gas. 

3. The kinetic and potential energies of fluid streams are 

neglected. 

4. Natural gas is supplied to the system as fuel. 

5. Only the chemical exergy of the fuel is considered. 

6. 2xHRSG and 2xGT are treated as one control volume each. 

With regard of the Figure 1, each component in the power 
plant was considered as a control volume and analyzed 
separately. Three balance equations were written for each 
component including mass, energy and exergy. The basic balance 
equations are [10]; 

For mass balance: 0.0 outin mm 

  

          (1) 
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for energy balance: 

0.0     outinoutinoutoutinin PPQQhmhm          (2) 

and for exergy balance: 

0.0  EXDPPEXEX outinoutin        (3) 

 

4.1. Energy Analysis 

4 .1 .1 .  Air  compressor  (AC)  

Knowing the air inlet pressure and temperature, outlet 
pressure and compressor efficiency, the final outlet temperature 
of the compressor is calculated as: 
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The required power for the compressor is equal to 

 126 TTCpamP                       (5) 

4.1 .2 .  Combust ion  Chamber (CC)  

From the energy balance in the combustion chamber, the fuel 

mass flow rate (m5) can be calculated from the equation 

 
3

232

5
TCLHV

TCTCm
m

pgcc

papg









           (6) 

Thus, the mass flow rate of the combustion products is given 

by 

523 mmm               (7) 

Where is fuel mass flow rate (kg/s), is air mass flow rate 

(kg/s), LHV is low heating value (kJ/kg), T3 turbine inlet 

temperature, Cpa and Cpg are the specific heats of air and gas 

product respectively. 

4.1 .3 .  Gas Turbine (GT)  

The exhaust gases temperature from the gas can be expressed 

as: 
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34 11           (8) 

The total output mechanical power of the gas turbine is 

expressed as: 

 433 TTCmP pgT              (9) 

Hence the net mechanical power (P7) output from the gas 

turbine is 

67 PPP T            (10) 

The gross electrical power (P8) output from gas turbine is 

GPP  78           (11) 

4.1 .4 .  Heat  Recovery  S tea m Generator  (HRSG)  

Gas side 

0.094 mm                             (12) 

Steam side 

0.01711 mm            (13) 

0.01312 mm            (14) 

0.01814 mm            (15) 

The overall energy balance equation of the steam and flue 

gases is: 

0.09944181817171414131312121111  hmhmhmhmhmhmhmhm   
(16) 

Assuming that the HRSG is well insulated, one obtains the 
following relation from Eqs. (12, 13, 14 and 15, and rearranging, 
for the calculation of the mass flow rate of feed-water enters the 
HRSG: 
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where:  
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and: 










.1

11
12

m
m


           (20) 

Thus, the mass flow rate of each state point in Figure 1 can be 

now calculated using the above mass balance equation as 

following. 

4.1 .5 .  Spl i t t er  

0.0151413  mmm              (21)
 

0.0151413  hhh                           (22) 

4.1 .6 .  Expansion valve  

0.01615 mm                      (23)
 

1615 hh            (24) 

4.1 .7 .  Deaerator  (DA)  

0.0361610  mmm           (25) 

0.0363616161010  hmhmhm          (26) 

 

4.1 .8 .  High Pressure S team Turbine (HPST)  

0.01917 mm            (27)
 

1919171722 hmhmP            (28) 
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4.1 .9 .  Mixer  

0.0201918  mmm           (29) 

0.02119191818  Qhmhm           (30) 

Mixing points need mass flow data to calculate 
thermodynamic properties. Thus, the energy feed stream ‗21‘was 
introduced and the enthalpy behind the mixing state point ‗20‘ is 
calculated from assumed feed stream as follows: 

20

21
20

m

Q
h


           (31) 

4.1 .10 .  Low Pressure S team Turbine (LPST)  

0.0302720  mmm           (32) 

3030272722202023 hmhmPhmP           (33) 

The net electrical power (P25) output from steam turbines is 

262425 PPP            (34) 

GPP  2324           (35) 

39383726 PPPP                           
(36)

 

4.1 .11 .  Pumps  

Cooling water pump (CWP) 

0.03332 mm            (37) 

3232333339 hmhmP            (38) 
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         (39) 

Condenser extraction pump (CEP) 

0.03435 mm            (40) 

3434353538 hmhmP  
         (41) 
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(42)

 
Boiler Feed-water pump (BFWP) 

0.0121110  mmm              (43) 
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            (44) 
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             (45) 

10101212111139 hmhmhmP              (46) 

4.1 .12 .  Steam condenser  (CND)  

0.03133 mm               (47) 

0.0343029  mmm              (48) 

0.033333131343430302929  hmhmhmhmhm           (49) 

4.1 .13 .  Feed-water  Hea ter  (FWH)  

0.03635 mm               (50) 

0.02827 mm               (51) 

0.03636333528282727  hmhmhmhm            (52) 

4.1 .14 .  Steam Trap (STRP)  

0.02928 mm               (53) 

2928 hh                (54) 

4.2. Exergy Analysis 

The value of physical exergy flow rate at various state points 

in the objective system can be calculated by the following 

equations [6]: For steam and water, 

    000 ssThhmEX iiii              (55) 

and for ideal gas, 

   











































0

000 ln
p

p
RssThhmEX i

iiii
          (56) 

Where hi, si and pi are the enthalpy, entropy and pressure of the 

substance i respectively, and h0, s0, T0 and p0 are those at standard 

ambient conditions.  
With using these equations (55 and 56) for determined all 

points, the values of exergy flow rates are calculated. Also, 
having of input and output exergy flow rate amount of each 
power plant components, the exergy destruction rate in each 
component is calculated with using relations shown in Table 2. 
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Table 2: Exergy Destruction Rate Equations for Power Plant 
Components. 

Component Exergy Destruction (EXD)  Energy loss (ENL) 

AC 261 EXPEX   - 

CC 532 EXEXEX   - 

GT 7643 PPEXEX   - 

GTG 87 EXEX 
 

- 

HRSG 
121194 EXEXEXEX 

18171413 EXEXEXEX   9ENL
 

HP-ST 221917 PEXEX 
 

- 

LP-ST 
27232220 EXPPEX 

30EX
 

- 

CND 
333029 EXEXEX 

3431 EXEX 
 

31ENL
 

FWH 36352827 EXEXEXEX 
 

- 

DA 361610 EXEXEX 
 

- 

BFWP 37121110 PEXEXEX 
 

- 

CWP 393332 PEXEX 
 

- 

CEP 383534 PEXEX 
 

- 

Splitter 151413 EXEXEX   - 

Valve 1615 EXEX   - 

Mixer 201918 EXEXEX   - 

Steam Trap 2928 EXEX   - 

STG 2423 PP 
 

- 

 

Total exergy destroyed in the power plant (EXDtotal) is given 

as: 

 itotal EXDEXD            (57) 

Total exergy losses in the power plant (EXLtotal) is given as 

 itotal EXLEXL

  

         (58) 

The exergy destruction ratio (EXDR) and the exergy loss ratio 

(ENLR) can be compared to the rate of exergy flow of fuel in the 

plant and written as:  

%100*















fuel

i

EX

EXD
EXDR                          (59) 

%100*















fuel

i

EX

EXL
ENLR                          (60) 

The overall exergy efficiency (ηEX) of the power plant is given 

as: 

%100*1












 


fuel

totaltotal
EX

EX

EXLEXD

inputrateExergy

outputrateExergy


                       (61) 

Where, EXfuel is the exergy flow rate of the fuel and is given by 

[2,9]: 

fuelffuel LHVmEX  064.1           (62) 

The overall energy efficiency (ηEN ) of the power plant is 

given as: 

%100*258













 


fuel

EN
Q

PP

inputrateEnergy

outputrateEnergy
            (63) 

 Where: 

fuelffuel LHVmQ              (64) 

The heat rate (HR) is a measure used to determine how 

efficiently a generator uses heat energy. It can be expressed as:  

plantENGeneratedPower

SuppliesHeat
HR

,

3600


                        (65) 

The specific fuel consumption (SFC) is the ratio of fuel used 

by the power plant to a certain amount of power produced. It can 

be determined by the equation: 

258

53600

PP

m
SFC







            (66) 

5. Calculation Results and Discussions 

A computer program was developed based on the 

thermodynamic models as discussed in previous sections. The 

computational procedure is outlined in the flow chart of the 

program shown in Figure 2. 

 
Fig. 2: Calculation Flow Chart. 
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The energy and exergy analysis on the power plant are 

performed with assumptions made above and given parameters in 

Table 1. Firstly, different thermodynamic parameters at each 

state point (Fig. 1) in the power plant are calculated, secondly the 

results of mass, energy and exergy rates are obtained, and 

tabulated in Table 3. 

 Finally, the values in Table 3 are used to calculate the energy 

and exergy balance and exergy destruction and energy losses 

ratios for each component (Table 4). Moreover, energy and 

exergy efficiencies, heat rate and specific fuel consumptions of 

the power plant are calculated. The obtained results are tabulated 

in Table 5 and were validated with manufacture‘s published data 

for design operating condition. They showed high compatibility 

with the proposed model. 

 

 

 

 

 

 

 

Table 3: Mass, energy and exergy rates and thermodynamic parameters at varies power plant state points in Fig. 1. 

State Substance p(bar) T(°C) h(kJ/kg) s(kJ/kg.K) ṁ(kg/s) EN(MW) EX(MW) 

1 Air 1.013 25.0 26.34 0.00 900.00 23.85 0.00 

2 Air 12.50 359.2 380.9 0.073 900.00 342.81 299.3 

3 Combustion gases 12.00 1141.9 1296.0 1.056 919.41 1191.56 877.83 

4 Combustion gases 1.034 530.6 578.12 1.074 919.41 531.53 212.68 

5 Natural gas 30.00 25.0 56.25 -1.762 19.41 863.94 919.23 

6 Power to AC - - - - - 318.96 318.96 

7 Net power output GT - - - - - 341.07 341.07 

8 Electrical power GT - - - - - 334.25 334.25 

9 Combustion gases 1.012 125.8 131.0 0.304 919.41 120.44 12.87 

10 Water 1.19 104.6 438.48 1.359 174.60 76.56 6.65 

11 Water 115.0 106.5 454.81 1.37 111.05 50.51 5.66 

12 Water 7.5 104.7 439.26 1.359 63.55 27.9 2.47 

13 Water 5.90 158.4 682.72 1.926 63.55 43.40 7.18 

14 Water 5.90 158.4 682.72 1.926 27.5 18.76 3.1 

15 Water 5.90 158.4 682.72 1.926 36.10 24.63 4.08 

16 Water 1.19 104.6 682.72 2.01 36.1 24.63 3.23 

17 Superheat steam 80.60 515.0 3434.61 6.769 111.1 381.4 157.83 

18 Superheat steam 5.50 287.6 3037.71 7.370 27.47 83.5 23.21 

19 Superheat steam 4.930 164.1 2775.72 6.884 111.1 308.3 80.8 

20 Superheat steam  4.910 187.2 2827.68 7.01 138.5 391.7 102.9 

21 Energy flow - - - - - 391.7 391.7 

22 Power from HP-ST - - - - - 73.2 73.2 

23 Power from LP-ST - - - - - 147.5 147.5 

24 Gross elec. power ST - - - - - 144.5 144.5 

25 Net elec. power ST - - - - - 142.0 142.0 

26 Auxiliary Power - - - - - 2.5 2.5 

27 Steam 0.77 92.5 2547.2 7.13 14.1 35.8 6.00 

28 Saturated water 0.77 92.5 387.5 1.221 14.1 5.5 0.40 

29 Water 0.063 37.1 387.50 1.282 14.1 5.5 0.14 

30 Wet steam 0.063 37.1 2262.50 7.33 124.5 281.6 10.33 

31 Water 1.5 34.3 143.76 0.495 8713.0 1252.5 6.54 

32 Water 1.013 27.0 113.2 0.395 8713.0 986.4 0.0 

33 Water 1.57 27.01 113.3 0.396 8713.0 986.98 1.39 

34 Saturated water 0.063 37.1 155.20 0.533 138.5 21.5 0.13 

35 Water 5.00 37.1 155.80 0.533 138.5 21.6 0.21 

36 Water 1.19 89.5 374.90 1.20 138.5 52.0 3.6 

37 Power to BFWP - - - - - 1.86 1.86 

38 Power to CEP - - - - - 0.08 0.08 

39 Power to CWP - - - - - 0.57 0.57 

Table 4: Energy and Exergy balance of each component. 

Component 
EXD+EXL ENL 

MW % MW % 

2xAC 19.655 2.14 - - 

2xCC 340.70 37.06 - - 

2xGT 5.122 0.56 - - 

2xGTG 6.822 0.74 - - 

2xHRSG 35.688 3.88 120.4 14.0
 

HLP-ST 16.104 1.75 - - 

CND 11.735 1.28 266.2 31.0 

FWH 2.245 0.25 - - 

DA 0.143 0.02 - - 

BFWP 0.389 0.04 - - 

Cont. Table 4     

CWP 0.363 0.04 - - 

CEP 0.0064 0.001 - - 

Splitter 0.000 0.00 - - 

Valve 0.846 0.10 - - 

Mixer 1.146 0.13 - - 

Steam Trap 0.252 0.03 - - 

STG 2.949 0.32 - - 

Total 444.20 48.3 386.6 45.0 
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Table 5: Performance of the power plant. 

Overall Energy efficiency  55.0 % 

Overall Exergy efficiency 52.0 % 

Heat Rate 6530.53 kJ/kWh 

Specific Fuel Consumption 0.147 kgf /kWh 

In Figure 3, the exergy destruction rates for all Benghazi north 
power plant components at the design operating condition are 
shown. The greatest exergy destruction rate is shown at the 
combustion chamber, due to large temperature differences, 
mixing and chemical reactions as confirmed by [2,6,8]. The 
HRSG represents the second major source of exergy destruction 
rate in the plant, which may attribute to the temperature 
differences among the gases and steam streams. The third source 
of exergy destruction occurs in air compressor, as a result of 
compression and friction. The steam turbine represents the forth 
source, as a result of expansion and friction. The fifth source of 
exergy destruction occurs in steam condenser, feed-water heater 
and deaerator due to heat transfer and mixing in the deaerator. 
Finally, the exergy destructed in the electrical generators, steam 
mixer and expansion valve and steam trap, which attributed to 
the electrical heat rejected, friction and throttling processes 
respectively. 

 

 
Fig. 3: Exergy destruction rate of the CCPP components. 

Figure 4 and 5 shows the detailed energy and exergy balance 
of the power plant at the operating design condition. The only 
major components in the power plant are considered in this 
comparison. It shows that there are very significant differences 
between energy lost and exergy destruction for different process 
components. The energy balance showed that the primary source 
of energy loss is the condenser where 31% of the total loss 
occurs. In contrast, the exergy analysis showed that the loss from 
the condenser was only 1.28% of the total. According to the 
energy balance, the second largest source of energy loss is the 
HRSGs, which accounts for 14%. The exergy balance revealed 
that the loss of useful energy (exergy) is in the CCs, with losses 
of 37.06 %. It indicates that the waste heat in the condenser does 
not match potential to be utilized as a source of useful work and 
to improve the power plant efficiency. On other hand, farther 
investigation of exergy lost in the combustion chamber may 
show some opportunities for improvement. The results of exergy 

analysis are markedly different from the results of the energy 
balance, which shows most of the energy being lost in the 
condenser. 

 
 

Fig. 4: Energy balance of the CCPP 

 
Fig. 5:Exergy balance of the CCPP. 

6. Conclusions 

This study reveals that, the exergy analysis approach provides 

a useful thermodynamic tool than energy analysis approach for 

the performance analysis of the power plant. The exergy analysis 

identifies areas where most of the useful energy is lost and 

discusses potential of the lost energy for improvement of the 

power plant efficiency, also enables all loss sources to be located 

and quantified. An energy and exergy balance of the complete 

plant was made. It has been observed that the energy losses are 

associated mainly with energy loss in condenser and stack 

whereas exergy losses are dominated by the losses in the 

combustion chamber and steam generator unit (HRSG).  The 

results showed that maximum exergy destruction occurs in the 

CC (340.7 MW, 37.06% of fuel input exergy), followed by the 

HRSG (35.7 MW, 4. 0%), AC (19.7 MW, 2.14%) and turbines 

(16.1MW, 1.8% ). The energy and exergy efficiencies of the 

power plant are calculated as 55. % and 52.%, respectively. 

Certain processes like throttling, heat transfers, expansion and 

friction involve no energy losses but they degrade the quality of 

energy and therefore involve exergy destruction. Exergy analysis 

is valuable not only for pinpointing useful energy (exergy) losses 

but also for direct application to the design of energy systems and 

for other engineering projects as maintenance and power plant 

modification to improve the thermodynamic performance. 
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Nomenclature 

Cp  - specific heat at constant pressure (kJ/kg.K) 
EX  - exergy flow rate (kW) 

EN  - energy flow rate (kW) 

ENL  - energy loss (kW) 
EXD  - exergy destruction rate (kW) 

EXDR - exergy destruction ratio (%) 

EXL  - exergy loss rate (kW) 
EXLR - exergy loss ratio (%) 

h  - specific enthalpy (kJ/kg) 

HR  - heat rate (kJ/kWh) 

ṁ  - mass flow rate (kg/s) 
LHV  - lower heating value (kJ/kg) 

p  - pressure (bar) 
P  - power (kW) 

Q  - heat transfer rate (kW) 

SFC  - specific fuel consumption (kg/kWh) 
s  - specific entropy (kJ/kg.K) 

Cr   - compression ratio (-) 

Tr   - expansion ratio (-) 

R  - universal gas constant (kJ/kg.K) 

T  - temperature (C or K) 

 

 

 

Abbreviations 

AC  - air compressor 

BFWP - boiler feedwater pump 
CC  - combustion chamber 

CCPP  - combined cycle power plant 

CEP  - condenser extraction pump 
CND  - steam condenser 

CWP  - cooling water pump 

DA  - deaerator 
GT  - gas turbine 

GTG  - gas turbine generator 

HRSG - heat recovery steam generator 
HP-ST - low pressure steam turbine 

HPE  - high pressure evaporator 

HLP-ST - high and low pressure steam turbines 
LP-ST - low pressure steam turbine 

LPE  - low pressure evaporator 

STRP  - steam trap 
STG   - steam turbine generator 

Greek Letters 

   - mass ratio (-) 

  - specific heat capacity ratio (-) 

   - density, kg/ m3 

   - efficiency (%) 

Subscripts 

a  - air 

C  - compressor 
CC  - combustion chamber 

EN  - energy 

EX  - exergy 
f  - fuel 

g  - gas products 

G  - electrical generator 
o  - ambient condition 

P  - pump 

T  - turbine 
w  - water 

1 to 39 - cycle state points in Fig.1 
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AB STRAC T  

Controlling Chaos could be a big factor in getting great stable amounts of energy out of small amounts of not necessarily stable resources. By 

definition, Chaos is getting huge changes in the system’s output due to unpredictable small changes in initial conditions, and that means we could take 

advantage of this fact and select the proper control system to manipulate system's initial conditions and inputs in general and get some desirable outputs 

out of undesirable Chaos. In this work,Artificial Neural Networks (ANN) techniques were used to get a desirable output out of otherwise a Chaotic 

system. Thatwasaccomplishedby first building some known chaotic circuit (Chua circuit) and then NI's MultiSim was used to simulate the ANN control 

system. It was shown that thistechnique can also be used to stabilize some hard to stabilize electronic systems.  
 

Keywords: ANN; Chaos; Chua Circuit; Control; Lorenz Oscillator  

1. Introduction 

Chaotic systems control have received the interest of many 
researchers [1], due to the fact that chaotic systems, which are 
known for its Undesirable behavior, could be beneficial in many 
areas of science and technology. It has many potential 
applications [2], such as heat transfer, biological systems, laser 
physics, chemical reactor, biomedical, economics, weather, and 
secure communication.Many methods for controlling chaos have 
been developed, most of which using classic control techniques, 
such as linear feedback method, active control approach, adaptive 
technique, nonlinear controller[1,3].New methods in chaos 
control were developed by utilizing intelligent control, such as 
Artificial Neural Networks (ANN), Fuzzy Logic, Genetic 
Algorithm and Genetic Programming, to name a few[4]. 

In this workANN intelligent techniquewas used to 
controlchaos in electronic circuits. A well known chaos model, 
namely Chua circuit model, was used to implement such 
technique. After building the electronic circuit,the ANN control 
was applied to it and through changing ANN weights of the 
circuit control it was verified that some desirable outputs could 
be accomplished. 

This paper is organized as follows.Section 2 is about Chaos 
and its mathematical aspects and how it could be shown both as a 
real output on an oscilloscope and as a simulated output of some 
known electronic circuits such as Chua circuit.Section 3 is a 
discussion of Artificial Neural Networks (ANN), which was used 
to control chaos. It also discuss the different parts of the network 
and its various mathematical functions.Section 4 is a discussion 
ofthe ANN techniques that was used to control chaos and show 
that this work leads to getting some desirable stable outputs out 
of a chaotic system.The final section containssome conclusions 
and some suggestions that couldlead to improving the 
efficiencyofthe controlled chaotic system.     

2. Chaos 

Chaos is defined as thepropertyofsomenon-
lineardynamicsystemswhichexhibitsensitivedependenceoninitialc
onditionsand it is happening when the smallest of changes in a 
system results in very large differences in system's behavior 
[5,14].The so-called butterfly effect has become one of the most 
popular images of chaos; the idea is that the flapping of a 
butterfly's wings in Argentina could cause a tornado in Texas [6]. 

Chaos does not mean that things happen at random, chaos is 
orderly disorder and not random at all, it is unpredictable in the 
sense that you cannot predict in what way the system's behavior 
will change for any change in the input [7]. 

2.1. Lorenz Oscillator 

A good example of Chaos is the so called Lorenz Oscillator, 
wherethree ordinary differential equations (ODEs) define the 
chaotic behavior of such Oscillator. These equations are [8]: 

dx/dt = δ (y - x )   (1) 

dy/dt = x ( ρ - z )  -  y   (2) 

dz/dt = x y - β z    (3) 

Where x, y and z define the state of the system, t is time, and 

δ, ρ and βaresystem parameters 

Generally, the systemdoes not show any kind of chaotic 
behavior, But for certain values of its parameterslike: β = 8/3, δ = 
10, ρ = 28, the system may produce the following chaotic 
diagram (Fig. 1) [9].  

 

 
 

Fig. 1:A plot of theLorenz attractorfor valuesρ= 28,σ = 10,b= 8/3. 

Another good example of Chaos occurs when increasing µ in 
the logistic map equation (xn+1 = µxn (1 + xn)) beyond 3.3.[9] For 
µ< 3.3, the system oscillates between two values of x (period-2 
cycle). Increasingµany further, makes the system oscillate 
between four values (bifurcation/period-4 cycle). And as proved 
in [9], if we keep increasing µ, period-doublings will happen at 
smaller intervals of parameter µ (see Fig. 2 below) [10]. 

http://en.wikipedia.org/wiki/Lorenz_attractor
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Fig. 2: Bifurcation diagram for logistic map. 

2.2. Chua Circuit 

Chua' Circuit is one of the simplest types of chaotic systems 

(see Fig. 3.a and Fig. 3.b).  

 
Fig. 3.a: Chua Circuit. 

 
Fig. 3.b: Chua Circuit, 

Notice that the inductor and Chua’s diode (nonlinear 

resistance) are replaced by their equivalent Op Amp circuits 

Using an oscilloscope one can watch a Chua circuit creating 

the chaotic double scroll (Fig. 4), which can be modeled by three 

equations[11], which are 

C1 dv1/dt = (v2 - v1) / R - g(v1)  (4) 

C2 dv2/dt = - (v2 - v1) / R + I  (5) 

L dI/dt = - r I - v2   (6) 

Where v1 and v2 are voltages across C1 and C2 respectively, 

g(v1) is the conductance of the nonlinear resistance (the 

equivalent of Chua’s diode) and r is inductor’s resistance[11]. 

 
Fig. 4: Double-scroll chaos. 

 

Since the goal is to control the chaotic behavior of the circuit 

above by using Artificial Neural Networks (ANN), the next 

section will be devoted to discussing various aspects of ANN.  

3. Artificial Neural Network (ANN) 

ANN is part of Artificial Intelligence (AI) which emphasizes 

the creation of intelligent machines that work and react like 

humans [12]. It isbased on the biological neural system. The 

Information that flows through the network affects the structure 

of the ANN because a neural network changes or learns, in a 

sense based on that input and its output’s feedback. Fig. 5 shows 

an example of an Artificial Neuron and Fig.  6 shows an example 

of an Artificial Neural Network[12]. 

 
Fig. 5:An example of an Artificial Neuron. 

 
Fig. 6:An Artificial Neural Network (ANN) 

AnArtificial Neuron could be represented as in Fig. 7, where 

its output is governed by the following equation:  

y = f (v),  where f(v) is the activation function and 

v = w1 x1 + w1x1  + ….. + wm xm  +  w0 b0 

where 

w0, w1,w2, … wm are the weights, 

x1, x2, …  xm are the inputs, and b0 is the bias. 

To get some desired output yd, we propagate the neurons’ 

outputsback to the system and that will adjust the weights so as to 

get the desired output. Fig 7.1.a shows a simple neuron system  

andFig 7.1.b shows the backprobagation (feedback) system. 

 
Fig. 7.a: An example of anArtificial Neuron showing its Inputs, 

weights, summing function and activation function 

http://www.chuacircuits.com/sim.php
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Fig. 7.b: An example of a backprobagation system. 

There are many types of activation functions (see [8] for many 

examples). The activation function we use here is the sigmoid 

function (Fig. 8). 

 
Fig. 8: Activation function;Sigmoid,f(x) = 1 / (1 + e-x), - ∞<x< ∞ 

4. Using ANN to Control Chaos 

To control the chaotic behavior exhibited by Chua circuit, we 

first built Chua circuit on a bread board  (Fig. 9), tested it and got 

the output shown on an oscilloscope (Fig. 10). 

 

Fig. 9: Chua circuit we built on a breadboard. 

 

Fig. 10:The chaotic output of the circuit we built 

By adjusting the values of the resistance R and C (see Fig. 

3.b) it was possible to get rid of the chaotic behavior and forced 

the circuit to give some desired stable outputs (see Fig. 11.a thru 

Fig. 11.E  for response to different choices of R and C). 

 

Fig. 11.a: The output response to the first choice of R and C 

 
Fig. 11.b:The output response to the second choice of R and C 

 
Fig. 11.c:The output response to the third choice of R and C. 

 

Fig. 11.d: The output response to the fourth choice of R and C. 

 

Fig. 11.e:The output response to the fifth choice of R and C. 

Mat Lab was also used to simulate the circuit above, using the 
available Chua circuit’s program [6] for its equations, and the 
expected chaotic behaviorhappened (Fig. 12.a). By adjusting the 
system’s parameters we ended up with outputs showing no chaotic 
behavior.   

 
Fig. 12: The output of the MatLab simulation; chaotic behavior 
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After getting the chaotic behavior by using our electronic circuit 
built on a breadboard and then by using MatLab available program, 
VI’s Multisim program was used to redraw the electronic circuits for 
the individual parts of ANN (weights, summing functions, activation 
functions) (as in [13]) and then all circuits were connected together. 
Finally, the output of the ANN big circuitwas connected to Chua 
circuit, and part of Chua’s circuit output was feedback to the ANN to 
adjust the weights accordingly. 

Once all circuits were connected together (Fig.13), it was possible 
to use different initial values for the ANN weights and then let the 
ANN, through learning, adjust Chua circuit’s parameters so it gives 
some desired output instead of the Chaotic behavior which it usually 
manifests. Samples of the output are shown on Fig. 14.a thru 
Fig.14.c. 

 

 
Fig.13: All ANN circuits connected togetherand their final output 

connected to Chua circuit 

 
 

Fig.14.a:Sample (a) of the outputof the ANN controlled Chua circuit. 

 
 

Fig.14.b:Sample (b) of the outputof the ANN controlled Chua circuit. 

 

Fig.14.c:Sample (c) of the outputof the ANN controlled Chua circuit. 

5. Conclusions 

Using Artificial NeuralNetworks (ANN)proved to be very 
effective in controlling Chaos;that is getting some desired outputs 
out of chaotic systems. It was also shown that using ANN could 
lead to stabilizing chaotic systems.The main problem in 
accomplishing such desired results was the time taken to adjust 
the ANN weights, first manually one by one then through 
adjustingChua’s output resistance, then automatically by the 
feedback control system. This work could be improved by 
combining ANN control techniques with some other intelligent 
control techniques such as Fuzzy Logicand GeneticAlgorithms, 
to get the benefit of all.  
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1. Introduction 
Alternating current (ac) system supply two forms of energy: 

Active energy, which is converted into mechanical work, heat, 

light, etc. Reactive energy, which again takes two forms: reactive 

energy required by inductive circuits (transformers, motors, etc) 

and reactive energy required by capacitive circuits (Cable 

capacitance, power capacitors, etc) [2]. 

All inductive (i.e. electromagnetic) machines and devices that 

operate on ac. system convert electrical energy from the power 

system generators into mechanical work and heat. This energy is 

measured by KWhr meters, and is referred to be active, in order 

to perform this conversion, magnetic fields have to be established 

in the machines, and these fields are associated with another form 

of energy to be supplied from the power system, known as 

reactive energy. This energy is measured by Kvarhr meters. All 

ac plants and appliances that include electromagnetic devices, or 

depend on magnetic coupled windings, required some degree of 

reactive current to create magnetic flux. Power factor is a ratio of 

useful power to perform real work (active power) to the power 

supplied by a utility (apparent power), in the sinusoidal case 

there is only one phase angle between the voltage and the current 

since only the fundamental frequency is present; the power factor 

can be computed as the cosine of the phase angle and is 

commonly referred as the displacement power factor [2, 3]. 

In the non-sinusoidal case, the power factor cannot be defined 

as the cosine of the phase angle. The power factor that takes into 

account the contribution from all active power, including both 

fundamental and harmonic frequencies, is known as true power 

factor. The true power factor is simply the ratio of total active 

power for all frequencies to the apparent power delivered by the 

utility. Poor PF due to an inductive load can be improved by the 

addition power factor correction, but poor power factor due to a 

distorted current waveform requires a change in equipment 

design or expensive harmonic filters to gain an appreciable 

improvement. Many inverters are quoted as having a PF of better 

than 0.95 while in reality, the true power factor is between 0.5 

and 0.75. The figure of 0.95 is based on the Cosine of the angle 

between the voltage and current but does not take into account 

that the current waveform is discontinuous and therefore 

contributes to increase losses on the supply. Many devices such 

as switch mode power supplies and PWM adjustable-speed 

drives have a near unity displacement power factor, but the true 

power factor may be 0.5 to 0.6 [4]. 

2. Specific Case ABO-TRABA desalination plant 

Case study involves ABO-TRABA desalination plant fed at 

66/11KV from the utility. The plant consists of motors as main 

load. Nine of the main motor connected at 11KV and the other at 

400V. Thus, the overall KW level tends to be relatively varying for 

extended periods. The typical peak demand at present is 6 MW. 

Figure .1 shows a simplified one-line diagram of the facility. 

 
Fig. 1: ABO-TRABA plant single line diagram. 

3. Plant survey 

Site survey for ABO TRABA desalination plant has been done 

in order to study the power factor correction: 

 Monthly bills consumption. 

 Measurements of active and reactive power and 

instantaneous power factor. 

A B S T R A C T  

Power factor is a way of measuring the percentage of reactive power in an electrical system. Reactive power represents the wasted energy electricity. 

Reactive power is used by inductive load (such as, motors, transformers, fluorescent light, arc welders and induction furnaces) to sustain their magnetic 

fields. Electric systems with many motors exhibit low power factors, increasedconductorandtransformerlosses,andlowervoltages.Utilities must supply both 

active and reactive power to compensate these losses. However, the influence of voltage and current harmonics on equipment connected to electrical system 

can cause serious problems in power factor correction; it can be improved by adding shunt capacitors. Capacitors act in opposition to inductive 

loads,therebyminimizingthereactivepowerrequiredtoservethem.Unfortunately,powerfactorcorrectioncapacitorsmayproduceharmonicresonance and magnify 

utility capacitor-switching transients. Therefore, it is often desirable to implement one or more capacitor banks in a facility as a harmonic filter [1]. 

The main objective of this paper is to raise the power factor for ABO TRABA desalination plant to the economic and optimum value. The scope of the 

paper includes studying the phenomena's that can cause significant damage and distortion to a given power system such as harmonics and resonance. 

The study includes billing data monthly collected, which is a plant survey. From the study, some calculations have been done such as power factor penalty 

savings, Loss savings, payback period, losses reductions and increase system capacity. 

 

Keywords:Power factor correction, increased System capacity, and harmonics 
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mailto:bargathy81@yahoo.com
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 Load type. 

 The existing electrical installation and equipment. 

 Harmonic level (Total harmonic distortion). 

 Size of the main cables. 

 The motors in the plant were identified and monitored 

4. Preliminary Evaluation 

During the study, the history of the plant consumption has been 

checked. Table 1 shows the monthly bills consumption of KWh, 

Kvarh, and average power factor of ABO TRABA desalination 

plant for the previous one year that obtained from the plant. 

Table 1: Monthly consumption of the plant 

month MWh Mvar Pmax PF 

2/2014 41241.2 18956.8 4.4 0.9 

3/2014 44429 20972.3 4.49 0.9 

4/2014 47617.8 22950.5 5.35 0.9 

5/2014 49823.6 24336.9 3.9 0.9 

6/2014 52018 25706.2 3.61 0.89 

7/2014 54722.2 27374.9 4.45 0.89 

8/2014 57642.1 29210.8 4.4 0.89 

9/2014 60776.8 31166.3 4.45 0.89 

10/2014 63268.4 32703.1 5.81 0.88 

11/2014 59902.7 34330.8 4.4 0.89 

12/2014 67462.1 35303.1 5.16 0.89 

The saving of electricity cost per month under two power factor 

improvements levels 

Table 2: The electricity saving under two values of power factor 

correction. 

Power factor Penalty saving LD Losses saving LD Total saving LD 

0.93 3861.98 33.03 3895.01 

0.95 5406.77 87.25 5494.08 

5. Measurements 

There are two energy digital meters installed in the plant’s main 

feeders. Both are capable of reading in KWh and KVarh, the 

names of these meters are: 

1. VIP MK3 energy and harmonic analyzer. 

2. EMH-COMBI. 

Using these meters, different measurements were performed to 

study the power factor of the plant. Namely, these measurements 

are active power measurement. Reactive power measurement. 

Power factor measurement. Harmonic distortion measurement. The 

plant was monitored and measurements were made during a period 

of one week, in steps of 30 minutes. These measurements are 

shown in figures for one day. 

 

Fig. 2: Power factor for one day. 

 

Fig. 3: Power factor for one day. 

 
Fig. 4: Power factor for one day. 

It is noticed that the instantaneous power factor level vary from 

0.867 to 0.903 and is to be low. In addition, the percentage 

harmonic distortion has been measured and vary from 0.02 to 0.81. 

6. Calculations 

It is found from the measurement that the maximum percentage 

harmonic distortion is 0.81. This value is within the acceptable 

limits according to IEEE 518-1992 recommendation. 5% [8]. 

The required KVAr for improving the power factor from 0.88 to 

0.93 is 900KVar. From the load curve, the minimum load is 

2.1MW. The average correction step can be calculated as follows: 

KW (tanθ1- tanθ2)+C   (1) 

Where θ1and θ2 are the phase angle of initial and final power 

factor. Moreover, C is the capacitor ratings connected to 

transformers for magnetizing current compensation [8]. Since the 

transformer is not connected directly to the load, therefore the 

value of C is ignored. The value of C in the equation above equal 

20 KVar [8]. 

The average step = 2.1MW *(0.540-0.395) =304.5 KVar. 

The available standard= 300 Kvar. The required KVar 

capacitive load under the two standard cases of target power factor 

are shown in the table 3 below. 

Table 3. Required KVar for two cases of target power factor 

Initial 

PF 
Target PF KVAr Number of stages 

0.88 
0.93 900 3*300 

0.95 1300 4*325 

 

7. Results 

The total power factor correction cost can be calculated with 

respect to required KVAr using capacitor fixed cost and capacitor 

running cost under the two case of power factor improvement 
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monitoring above as shown in the table below. Study cost equal 10% 

of capacitor cost and installation cost equal 20% of capacitor cost 

[6]. 

 

Table 4:Total power factor cost under two cases of 
improvement. 

Initial 

PF 
Target PF 

Capacitor fixed 

cost LD 

Capacitor 

running cost 

LD 

0.88 0.93 109675.38 5221 

0.88 0.95 158420.00 7542 

Study cost Installation Cost 
Total cost in 

LD 
 10967. 

538 
21935.076 147799 

15842 31684 213488 

8. Payback period 

The simple payback indicates approximately how many years it 

will take to recover the investment in the capacitors. Typically, 

industrial facilities prefer to see this number no higher than 2-3 years 

for simple capacitor installations and 3-5 years for more complex 

installations with automatic controllers and filters. [1, 7]. 

Table 5:Show the benefits that achieved by correcting power 

factor. 

Target 

PF 

Penalty 

Saving LD 

Losses 

Saving LD 

Increased 

system 

capacity 

% 

Losses 

Reduction% 

0.93 3861.98 33.03 5.4 10.5 

0.95 5406.77 87.25 7.4 14.2 

It is clear from tables 5 that as PF increases the total saving 

increases, System capacity increases and losses saving increase. 

Then the optimum power factor is 0.95 from both technical and 

economical side of view. 

Table 6:payback period corresponding to target power factor. 

Initial PF 
Target 

PF 

Total 

saving 

LD 

Total saving 

LD*12 

Total 

capacitor 

cost LD 

Payback 

period Year 

0.88 
0.93 3895.01 46740.12 147799 3.16 

0.95 5494.08 65928.96 213488 3.24 

 

It is found from the measurement in table 6 that the maximum 

percentage harmonic distortion is 0.81. This value is within the 

acceptable limits according to IEEE 518-1992 recommendation. 5% 

[10, 11]. 

9. Conclusions 

Power factor correction provides several technical and economic 

advantages for customer and utilities and it has been presented in the 

paper, which has offered the following achievements: Penalty 

saving, Losses saving, and released system capacity. Power factor 

cost analysis study for ABO- TRABA desalination plant was 

conducted in order to determine the economic and optimum power 

factor. Power factor rates have been tested and it has been noticed 

that, the tested power factor values were slightly low even. As a 

result of that, an increase in both electrical energy cost and power 

losses is highly expected, in addition to system overloading and 

voltage decreasing. During the study of this research, the following 

are recommended for future research. The plant has two transformers 

rated 20MVA 66/11K. One of these transformers is stand by. 

Therefore, in future study the measurements of all the transformers 

supply the plant should be taking into account. The devices of the 

measurements are not capable to measure individual harmonics. 

Therefore, in the future the measurements should be conducted using 

more accurate devices denoting all electrical measurements of KW, 

KVAr, KVA, PF, THD and the individual harmonics. 
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1. Introduction 

In global knowledge economy, information is power for 

efficient management of Human Assets, HR Professionals 

requires accurate and timely data on recruitment, selection, 

training, development, career planning, compensation, 

productivity, skills inventory, attrition rate etc. [8]. Performance 

Management consists of three steps – planning, coaching and 

feedback which is ongoing and not an isolated event, and 

evaluation. The diagram shows,Figure 1, how the components 

and steps integrate to form a cohesive process[11]. 

 
Fig. 1: The diagram of  the components and steps integrate to 

form a cohesive process [11]. 

 

Analyze data input or data flow systematically, processing or 

transforming data, data storage and information output within 

the context of a particular business. Analyze, design and 

implement improvement in the functioning of business that can 

be accomplished thru the use of computerized information 

system. The SystemAnalysis isthe scientific study of the 

systems process, including investigation of inputs and outputs, 

in order to find better, more economical and more efficient 

means of processing. To improve the productivity of the system. 

Tools of Structured Analysis Modeling System Functions – ex. 

Data Flow Diagram, Modeling Stored Data – ex. Entity Relation 

Diagram, Modeling Program Structure – ex. Program 

Flowchart, Modeling Time – ex. Gantt chart [1]. 

 Data Flow Diagram (DFD): a modeling tools use to describe 

the transformation of inputs into outputs. DFD is a graphic 

illustration that shows the flow of data and logic within the 

system [7]. 

 

2. Research Objectives 

Workflow technology has become a standard solution to 

managing increasingly complex business processes [1]. 

Successful business process management depends on effective 

workflow modeling techniques. Recently, researchers have 

developed a variety of workflow models, focusing mainly on the 

control and coordination of tasks such as DFD, i.e. the control 

flow perspective. However, most of these workflow models 

found it have paid little attention to the data flow perspective. In 

this paper work, we investigate the data flow issues and propose 

a data flow modeling approach for HRM in the context of 

business process management. 

A data flow diagram help managers to understand and 

facilitate the process of decision-making activities. DFD is 

graphically represent the flow of data through a system without 

any indication of time. Use DFD in business process model as a 

graphical representation of the flow of data through an 

information system, it enables the represent the processes in 

 

AB ST R ACT  

  زسم بياوي هى البياهات مخطط ثدفمإن . (DFDS) باسحخدام مخططات ثدفم البياهات (HRM) المىازد البشسيةثحليل لىظام إدازة ل مىهجية هالىزكةكترح هرت
ً
لحدفم البياهات بين مخحلف العمليات في الأعمال الحجازية، وهى أيضا

زر صف مخطط ثدفم البياهات بأهه السسم الرو يىضح حسكة البياهات بين الكياهات الخازحية والعمليات ومخاشن البياهات داخل وور.رثدفم المعلىماثالتي ثطبم في هلل البياهات مً المدخلات إلى المخسحات ثلىية زسم بياوي ثتىوّ

 .الىظام

(رHRM) والعمليات، والكياهات الخازحية ، الخطىة الثاهية متادز الىظام الاساس ي الىظام، ثحضمً الخطىة الأولى ثحديد حدود الخطىات، حيثهححاج للعديد مً مخطط لحدفم البياهات لىظام إدازة المىازد البشسية لححليم 

ر و0 المسحىي ،  ثم ثلديم وصلات البياهات والعمليات الفسعية على مخططات ثدفم البياهات مً(Context Level)وهى ما يسمى ب ر(High Level)وي الاعلى للىظام توهرا الرو يمثل المسر(Entities)والكياهات أو الاهظمة الخازحية 

إدازة عمليات الأعمال الىاجحة جعحمد على هماذج فعالة لحدفم العمل، مع التركيز بشكل أساس ي على مساكبة وثيسيم (DFD)باسحخدام (HRM)  همىذج مىطلي كامل يمثل ثحليل هظامق ثىثي, على الحىالي2 والمسحىي 1المسحىي 

 .كمخطط يمثل الحدفم مً خلال هظام المعلىماثية لحمثيل العمليات في إدازة التياهة مً وحهة هظس البياهات(DFD)، يسحخدم  مخطط ثدفم البياهات  ثلىيةالمهام مثل

 

This paper search a system analysis methodology for Human Resource Management System (HRMS) using Data Flow Diagrams (DFDs). Several steps 

will be required to accomplish this work. The first step includes the determination of system boundaries, processes, and data entities. In the second steps, 

system sources and destinations will be presented on context diagram (level 0). Then data links, processes, and sub-processes will also be presented on data 

flow diagrams of level 1 and level 2 respectively. Finally, a complete logical model representing a system analysis of HRMS will be documented using 

DFDs. The use of DFDs lead directly into physical design, with processes suggesting programs and procedures, data flows suggesting composites, and data 

stores suggesting data entities; files; and database. 

Keywords: Data Flow Diagrams, Human Resource Management 
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Human ResourceManagement information system from the 

viewpoint of data. The DFD can be visualize how the system 

operates, what the system accomplishes and how it will be 

implemented, when it is refined with further specification. Data 

flow diagrams are used by systems analysts to design 

information-processing systems but also as a way to model 

whole organizations. The building of DFD at the very beginning 

of the business process modeling enables the functions of the 

system to be entered, carry out the interaction between those 

functions together, and will focuses on data exchanged between 

processes. It associates data with conceptual, logical, and 

physical data models and object-oriented models. 

 

3. Human Resource Management 
3.1. Introduction of Human Resource Management 

The policies and practices involved in carrying out the 

“people” or human resource aspects of a management position, 

including recruiting, screening, training, rewarding, and 

appraising[4]. The term „human resource management‟ (HRM) 

“That part of the management process that specializes in the 

management of people in work organizations. HRM emphasizes 

that employees are critical to achieving sustainable competitive 

advantage, that human resources practices need to be integrated 

with the corporate strategy, and that human resource specialists 

help organizational controllers to meet both efficiency and 

equity objectives.” Naturally, the definition of human resource 

management would be incomplete without further explaining 

what the terms „human resources‟ and „management‟ are.First, 

people in work organizations, endowed with a range of abilities, 

talents and attitudes, influence productivity, quality and 

profitability. People set overall strategies, goals, design work 

systems, produce goods, and services, monitor quality, allocate 

financial resources, and market the products and services. 

Individuals, therefore, become „human resources‟ by virtue of 

the roles they assume in the work organization. Employment 

roles are defined and described in a manner designed to 

maximize particular employees‟ contributions to achieving 

organizational objectives.In theory, the management of people is 

no different from the management of other resources of 

organizations. In practice, what makes it different is the nature 

of the resource, people. One set of perspective views the human 

being as potentially a creative and complex resource whole 

behavior is influenced by many diverse factors originating from 

either the individual or the surrounding environment. 

Organizational behavior theorists, for example, suggest that the 

behavior and performance of the „human resource‟ is a function 

of at least four variables: ability, motivation role perception and 

situational contingencies. Another set of perspectives 

emphasizes the problematic nature of employment relations: 

The human resources differ from other resources the employer 

uses, partly because individuals are endowed with varying levels 

of ability (including aptitudes, skills and knowledge), with 

personality traits, gender, role perception and differences in 

experience, and partly as a result of differences in motivation 

and commitment. The main process of HR as shown in Figure 

(2).  In other words, employees differ from other resources 

because of their ability to evaluate and to question 

management‟s actions and their commitment and co-operation 

always has to be won. In addition, employees have the capacity 

to form groups and trade unions to defend or further their 

economic interest. Human resource is often referred to as 

personnel, staff or workers [2]. 

 

Fig. 2: Main Process of HR [2]. 

3.1 .1 .  What  isHRM and HRD? 

HRM is best understood as the “process of managing human 

talents to achieve organization‟s objective”. The process of 

managing human talents is said to include the process of 

recruitment and selection, compensation and benefits, labor and 

industrial relations and the management of employees‟ safety 

and health in organizations. On the other end, researchers and 

writers have proposed numerous definitions for HRD. These 

definitions varied from the perspectives of an individual 

researcher or theorists to definitions of HRD by country. In 

addition, theorists have even tried to define HRD from a global 

and international perspective. Indeed, many definitions have 

been suggested; even before the emergence of HRD in 1970s 

through today. A definition by Nadler and Nadler in 1970s 

described HRD as “a series of organized activities conducted 

within a specified time and designed to produce behavioral 

change” through training activities. The latest definition by 

DeSimone, Werner & Harris (2002) for HRD was defined as “a 

set of systematic and planned activities designed by an 

organization to provide its members with the opportunities to 

learn necessary skills to meet current and future job demands”. 

These systematic and planned activities are said to include 

training and development, career planning and development, 

performance appraisals and management and change 

management for organizational development. In the context of 

professionals, this activity is termed as continuing professional 

education and development. To all intents and purposes, the 

continuing professional education and development activities 

are the same as in training and development but it is labeled 

differently directed to professionals‟ education and development 

[6].  

3.1 .2 .  The rela t ionsh ip  o f  HRM and HRD  

Traditionally, some writers suggested that HRD is a 

component of HRM in which HRD supports the HRM function 

in employees‟ training and development and the notion of 

training and development fitting in or integrated with HRM as 

in the „HRM‟s wheel‟  . All the four components of HRD, 

namely; training and development, performance appraisals and 

management, career planning and development as well as 

change management [5]. At Table (1) comparison of HRM and 

HRD 

Components was advocated as positioned under the 

„umbrella‟ or function of HRM along with other components 
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such as recruitment and selection, compensation and benefits, 

employee and industrial relations as well as safety & health [2]. 

 

Table 1: Comparison of HRM and HRD 

HRM HRD 

Definition: 

HRM is process of 

managing human talents to 

achieve organization‟s 

objective 

Definition: 

HRD is a series of 

organized activities 

conducted within a specified 

time and designed to 

produce behavioral change 

Process: 

1. Recruitment and selection 

2. Compensation and 

benefits 

3. Labor and industrial 

relations 

4. Safety and health 

management 

Activities: 

1. Training and 

development 

2. Performance and 

appraisals 

3. Career planning and 

development 

4. Change management 

3.1 .3 .  HRM and  product ivi ty  

HRM effects on productivity as: 

 Increase in productivity from individual and group pay 

schemes 

 True across many sectors/firms 

  Large selection effect but also incentive effect 

  More effective when introduced as a package of 

 complementary” practices – Teams 

  Human Capital – ICT  

  Non-pay HRM practices have (i) had less high quality 

studies, (ii) positive correlations tend to disappear when 

fixed effects included [5]. 

 
3.2. Strategic Human Resource Management  

Today, HRM has become more important to strategic 

management, mainly because of its role in providing competitive 

advantage and the rush to competitiveness. [14]. Human resources 

management in the context of finding, attracting and selecting 

employees has a significant effect on improving the effectiveness 

of  staff,  it effective in the evaluation of their performance, 

effectiveness of employees` performance in designing and 

implementing training programs of development [12.] 

The nature of management skills are culturally specific, a 

management technique or philosophy that is appropriate in one 

country is not necessarily appropriate in another,  In addition,  

cultural dimensions namely, Individualism/Collectivism; Power 

Distance; Masculinity/ Femininity; there are impact of national 

culture on human resource management practices [13]. theory in 

strategic human resource management must continue to increase 

if the field of strategic is to move forward. Strategic in reality is 

not usually a formal, well –articulated and linear process which 

floes logically from the business strategy. However, there is a 

growing literature on the impact of HRM practice on 

organizational performance [14].  

 

 

 

4. Data Flow Diagrams 

4.1. Introduction of Data Flow Diagrams 

A picture of the movement of data between external entities, 

the processes, and data stores within a system. DFDs depict 

logical data flow independent of technology. May be used as a 

discovery technique for processes and data, or as a technique for 

verification of a Functional Decomposition and Entity 

Relationship Diagram that have already been completed. Most 

users find these diagrams quite easy to understand generally 

considered a useful analysis deliverable to developers in a 

structured programming environment [9]. 

4.2. Data flow diagram symbols 

There are four primary symbols used to create a data flow 

diagram shown in figure (3). 

 A source or destination (sink) is represented by a (shaded) 

square. Sources and destinations define the system‟s 

boundaries; each one represents a person, organization, or 

other system that supplies data to the system, gets data 

from the system, or both.  

 A process, or transform (a round-cornered rectangle) 

identifies an activity that changes, moves, or otherwise 

transforms data. 

 A data store (an open-ended, horizontal rectangle) 

represents data at rest and implies that the data are held 

(for some logical reason) between processes. 

 A data flow (an arrow) represents data in motion. 

Additionally, Gane and Sarson use thick arrows to show 

physical or material flows. 

 

 
 
Fig. 3: Symbols of data flow diagram [4]. 

 

 
4.3. Logical and physical data flow diagrams 

A logical data flow diagram‟s symbols are used to describe 

logical not physical entities. A process might eventually be 

implemented as a computer program, a subroutine, or a manual 

procedure. A data store might represent a database, a file, and a 

book, a folder in a filing cabinet, or even notes on a sheet of 

paper. Data flows show how the data move between the system‟s 

components, but they do not show the flow of control. The idea is 

to create a logical model that focuses on what the system does 

while disregarding the physical details of how it works. 

A physical data flow diagram uses data flow diagram symbols 
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to represent the system‟s physical processes (programs, manual 

procedures) and physical data stores (files, databases, reports, 

screens, etc.) and shows how the system works. Some analysts 

like to start the analysis process by preparing a physical data flow 

diagram of the present system. Following the analysis stage, 

physical data flow diagrams can be used to document alternative 

solutions [10]. 

 

4.4. Why  use DFD for analysis of HRMS 

The data for the HR system project could be termed in the 

operational, technical and economic feasibility. A project needs 

two types of information to compute the feasibility that are 

primary and secondary data [1]. The data is transmitted after 

analyzing and checking the effectiveness and the usefulness of 

the information for the project. It is also essential for that the 

information, which is gathered, should be dependable and 

suitable. The information or data collecting procedure should be 

efficient to examine the system. For it, a new and efficient data 

move policy should be adopted.  To investigate the effectual 

data transfer.  The data flow diagram could be used to determine 

the validity of the fact of data [2]. 

 

5. Discussion and Results  

The overall methodology of the proposed research work can 

be summarized into phases 

 Understanding the business requirements of the HRMS. 

 Identifying the business processes of the HRMS. 

 Preparing a high-level business design. Present and review 

the completed high level business process design. 

 Determining the processes, external entities, data stores 

and data flows of every identified process [4]. 

 Drawing the data flow diagrams corresponding to these 

identified elements. 

 Presenting numerous a DFD by decomposition, Child 

diagrams and Balancing. 

Decomposition:  is the process of  representing the system in 

a hierarchy of DFD diagrams. Child diagrams: show a portion 

of the parent diagram in detail.  Balancing: involves insuring 

that information presented at one level of a DFD is accurately 

represented in the next level DFD. 

The steps involved in Building DFDs are summarized as 

follows: 

 Build the context diagram 

 Create DFD fragments for each use case 

 Organize DFD fragments into level 0 diagram 

 Decompose level 0 processes into level 1 diagrams as 

needed; decompose level 1 processes into level 2 diagrams 

as needed; etc. 

 Validate DFDs with user to ensure completeness and 

correctness. [9] 

Benefits of data flow diagrams: The data flow diagrams are 

the basis of structured systems analysis. A data flow diagram 

acts as a bridge between users and systems developers. Thus, a 

data flow diagram is a:  

 Graphical representation that eliminates thousands of 

words;  

 Logical representations that represents WHAT a system 

does, rather than physical models showing HOW it does it;  

 Hierarchical representation illustrating systems at any level 

of detail and  

 Jargon less representation that allow user to clearly 

understand and review the system. 

The advantages of data flow diagram include:  

1. It helps technical and non-technical users to easily 

understand systems design. 

a. It helps in validating the correctness of the system. It is 

therefore easy to determine whether requirements are 

correct. The probability of a better system is increased. 

2. It allows the analyst to abstract to whatever level of detail 

is required so that it is possible to examine a system in 

overview and at a more detailed level. 

3. It specifies the system at a logical level rather than a 

physical level i.e. it shows what the system will do rather 

than how it will be done.  

4. It helps to understand the inter-relatedness of systems and 

subsystems of the system. 

5. It provides a means of analysis of a proposed system to 

determine if the necessary data and processes have been 

defined [1]. 

 

6. Conclusion 

The general objective of this research work is to develop a 

Data Flow Diagram for Human Resource Management System. 

In order to achieve this objective the following specific 

objectives have to be accomplished: 

 Investigation some of the existing HRMS to understand 

how the systems boundaries, processes and data entities 

are logically related. 

 Developing the context diagram (level o) which 

documents the systems boundaries by highlighting its 

sources and destinations. 

 Developing the level 1 data flow diagram, which shows 

the system reviewing, processes, data stores, sources and 

destinations linked by data flows. 

 Developing level 2 data flow diagrams which consists of 

several sub process that are listed on the process 

description. 

 Reporting a final logical model, which consists of a 

complete set of data flow diagrams for HRMS. 
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1. Introduction 

There is plenty of information around about the suitability and 

characteristics of timber, masonry, glass, steel and concrete 

construction, and other building industry materials, but what do we 

know about "photovoltaic construction"? What kind of material is this, 

which has become available to architects in square meters of building 

envelope surface? 

Architects as a consultant for customers, they must carefully design 

the function, the aesthetic and the technical of the building. Therefore, 

in the case of building integrated photovoltaic, the consideration at the 

primary design of the project will result in a useful integration. For 

some integration systems such as facade and atrium, it is significant to 

know the thermal properties of PV materials. Thus, architects should 

have the knowledge and the techniques to promote PV integration in 

the building's envelope. 

2. Solar and Energy in Libya 

At any location, the information on solar energy properties and the 

meteorology parameters play an important role for studying, planning 

and designing solar energy applications. Libya is located in the heart of 

North Africa with 6 million occupants distributed over an area of 

1,750,000 Km2, 88% of its area is desert areas, the high inherent of solar 

in the Sahara desert in the south could be used to produce electricity by 

both thermal and solar energy conversions Photovoltaic. The daily 

average of solar radiation on a horizontal plane is 7.1kwh/m2/day in the 

coastal region and 8.1kwh/m2/day in the southern region, with sun period 

of more than 3500 h /annum [10].  

The high potential of solar energy in Libya could be considered as a 

future source of electricity, in hot climatic conditions, a substantial share 

of electricity goes to theair-conditioning of buildings [6]. 

3. Building and Energy Consumption  

Buildings generate significant impacts on the environment during 

their life cycle; these impacts come from the energy consumed during the 

occupation of the building and from the materials used for the 

construction. However, the fossil fuels from are not inexhaustible, and 

burning them discharges carbon dioxide (CO2), one of the main 

greenhouse gases, which are believed to be responsible for global 

warming. Buildings consume 42% of the world's total energy, 

responsible for all atmosphere emissions with about 40%, and 30% of all 

building materials used; all these can be substantially influenced by 

architects and engineers [13]. 

To design a building, environmentally friendly and perfect energy 

conversion system, it could be hard to create something more effective 

than the PV cell. In the Photovoltaic cell, a gadget exploits an energy 

source that is the most plentiful of those available on the planet [2]. 

4. Building and PV Interaction (BIPV) 

The first installation of building-integrated Photovoltaics (BIPV) was 

realized in 1991 in Aachen, Germany [1]; the photovoltaic elements 

were integrated into a curtain wall facade with isolating glass. After 

finishing the first BIPV installation, the demand for modules constructed 

for building-integration grew rapidly. 

For general energy supply, it will be necessary to integrate a large 

photovoltaic system. The architectural treatment of large areas of 

photovoltaic and selecting from vireos types of modules will be the 

key design considerations, vireos shapes, vireos colors or vireos 

textures of modules to be applied to face off the building. For buildings 

with energy independent, the accurate size of the photovoltaic system 

will be depended on the system efficiency and the yearly output that 

could be generated. The designer will have to carefully design the 

building around the integrated system to accommodate a specific 

number of modules [9]. 

To qualify a project as 'well-integrated', building quality and the 

technical performance of the photovoltaic system have to be done in a 

professional way, and of course, the architectural quality has to be of a 

high standard. A poorly integrated PV system on a good designed 

building might be disturbing, but a poorly integrated PV system on a 

poorly designed building is clearly worse. Similarly, an elegant PV 

system will not necessarily improve the overall design. 

The building envelope provides a number of possibilities for the 

integration of PV. According to Stark, 2009, the main options are [12]: 

- Roofs integration. 

- Facades integration. 

- Solar Control (Sunshade elements) integration. 

If designers have to decide a single PV integration into the building 

envelop to save costs, in this case, what is the optimum integration of 

the photovoltaic system into the building envelope that could produce a 

 

AB STRAC T  

Photovoltaics as an environmentally friendly source of energy are still considered as an economically expensive method of electricity production.  

However, replacing the conventional elements of the building envelope (façade, shading devices, skylights, etc.) with PV modules, the total cost of a built 

construction is remarkably reduced. The main aims of this study to use building integrated photovoltaic (BIPV) system beside its functions that has 

mentioned above, to reduce the energy consumption from the cooling load of buildings in warm climate regions.  The paper investigated the optimum 

integration of the photovoltaic system into the building envelope that could produce a reasonable power output and minimizes the heat gains in warm 

climate regions. The simulation software Autodesk Ecotect Analysis was used to simulate three main PV integrations, window sunshade, roof screen and 

double skin façade into an assumed office-building model located in the city of Benghazi, Libya. The simulations provided good information for analyzing 

the potential contribution of the BIPV system on the energy saving according to the PV thermal performance and the power supply generated from the sun, 

and the final discussion results in choosing the sunshade PV integration as the optimum integration that could produce a reasonable power output and 

minimizes the heat gains in warm climate regions. 

Keywords: building integrated photovoltaic, energyconsumption, coolingload, poweroutput. 



Libyan Journal for Engineering Research (LyJER)  Volume (1) № (1) March 2017 

                                                                                                                                                                                      ISSN 2522-6967 

Faculty of Engineering, Benghazi University, Benghazi – Libya                                                                                              

www.lyjer.uob.edu.ly 

59 

 

reasonable power output and minimizes the heat gains in warm climate 

regions?  

5. Methodology withData Collection and Analysis. 

The answer for the main study question that been asked, will be 

discussed by using computer simulation of three main different PV 

integrations into an assumed office building in Benghazi city, Thus the 

first step of this discussion should be outlining the features of the 

software program that will be used to simulate the building module and 

then analyzing the weather data of the location of the office building 

will be situated by using this program. 

5.1. The Software Program 

‘Autodesk Ecotect Analysis’, integrates an interactive design and 3D 

modeler with an expanded range of environmental analysis tools, which 

enables designers to simulate their building performance from the 

primary stages, a time when simple decisions can have long-term effects 

on almost every performance feature of the final project.  

5.2. Location Data 

The city of Benghazi, Libya Latitude: (32°07'12"N), Longitude: 

(20°04'12"E), Altitude: 131 m. The assumed office building will be 

situated in the heart of Libya's second largest city, Benghazi, on the 

Mediterranean Sea. 

5.3. Weather Analysis 

Summer's season in Benghazi is warm and dry; winter is mild with 

infrequent rain, spring and autumn are the finest times' year round. The 

following table (1) show the years average weather condition readings 

for Benghazi. As it can be seen, a notable high average temperature 

during June, July, August and September, thus the highest energy using 

for air conditioning system will be in these months. 

Table 1. Solar surface meteorologyof Benghazi [7]. 

 

5.4. The Assumed Office Building Parameters 

The shape of the building is a simple rectangular with dimensions 

of 35m long, 14m wide and 14m high. Four-story building with total 

living space area equal 1960m2, exterior wall area (excluding glazing 

area) is 1485m2; the area is 376 m2, and the roof area is 490m2, with a 

whole volume amount to 6860 m3, Figure (1). 

 
Fig. 1: The assumed office building parameters. 

The building materials and properties were extracted from the wide 

choice of materials standard data available in the Ecotect program. 

The maximum number of staff could use this office is 210 member 

(9.3m2/person), the comfort temperature is 22°C, fresh air rate is 20 

CFM/person, the office equipment is 22W/m2, the lighting levels are 

fluorescent lights, 20 W/m2, with a full air conditioning system (Ecotect). 

The common type of material for external wall in Libya is (Concrete 

Block Render), 20mm externally rendered, 150mm concrete block with 

20mm plaster inside, with an overall U-value 1.830 W/m2.k (Ecotect), 

Figure (2). 

 
Fig. 2: The external wall (Concrete Block Render). 

The common type of material for roof in Libya is (Concrete Roof 

Asphalt), 6mm asphalt cover, 200mm concrete Light weight, 600mm 

air gap and gypsum, with an overall U-value 0.720 W/m2.k (Ecotect), 

Figure (3). 

 
Fig. 3: The roof (Concrete Roof Asphalt). 

The window is double-glazed with aluminum frame, 6mm glass 

standard, 30mm air gap, 6mm glass standard, and theU-value is 2.70 

W/m2.k (Ecotect), Figure (4). 

 
Fig. 4: The window double-glazed with aluminum frame. 

5.5. Simulate The Building Model 

Once the building parameters and the envelope data are defined and 

uploaded into the program, and the location weather data as well, the 

window side of the building will be faced the south, the simulation of 

the model is performed using the Ecotect program to calculate the 

energy loads for cooling demands during the peak period of the 

warmest months in the year, June, July, August and September. 

Figure (5) shows the first simulation for the base model without any 

PV integration, this reference model will be used as a foundation to 

compare and level the result of each of the next integrations of the PV 

into the building envelope. 
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Fig. 5: The reference model simulation (Ecotect). 

Figure (6) illustrates the energy calculations for cooling and 

heating along the year. To focus on the peak energy demand for 

cooling periods; it is obvious that the most demand usually during 

July and August months, Figure (7). 

 
Fig. 6: The energy calculation for cooling and heating periods 

(Ecotect). 

 
Fig. 7: The peak energy demands for cooling periods (Ecotect). 

5.6. Simulate the Building Model in Different PV Integrations 

Using the same reference model parameters to integrate the PV into 

the building envelope in three main different ways to compare their 

results with the base model result and Figuring out the optimum 

integration that will be answering the study question.  

To start the simulation, the type of the PV module needs to be 

chosen, thus, among a hundreds of the good quality PV module 

producers, the decision is been made to choose Schottsolar company, 

and The reason for this choice is the company's attention to the issue of 

thermal and the high temperature of the PV modules. 

 

5.6.1. Simulate the Building Model with the PV 
WindowSunshades Integration 

The PV module that has chosen to be integrated into the building as 

window sunshades from Schott Company will be SCHOTT 

POLY™180, with nominal power ≥ 180W, the cell type is 

polycrystalline, and the module dimensions are 1.62m×82m [11]. 

The total area of the PV modules is 110.692 m2, that means 84 

modules distributed in four floors as illustrated in Figure (8), and these 

modules should produce a total power equal 15,120W, the 

approximately total cost of these modules will be amounted to $13,144 

[8]. 

 
Fig. 8: The PV integrated into the building as windowsunshades 

(Ecotect). 

The photovoltaic cell's ideal tilt is derived from the degree of latitude 

of the location, therefore, the optimum tilt of the shading PV modules to 

receive the maximum solar radiation calculated with this simple formula: 

tilt = 0.9 × latitude, thus, the optimum tilt will be equaled to 29◦ (the city 

latitude 32.1 × 0.9), [4]. 

Figure (9) illustrates the energy calculations for cooling and heating 

along the year for this integration. The peak energy demand for cooling 

periods that illustrated showed a good reduction in this integration, 

especially in July and August months when it is compared with the 

reference model results. 

 
Fig.9: The peak energy demands for cooling periods with the 

sunshades integration(Ecotect). 

The PV modules energy output in this integration was calculated by 

using Ecotect program and the total energy output will be equaled 

6,590,813Wh per annum. Figure (10) illustrates the daily solar collector 

calculations according to this integration (Ecotect). 
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Fig.10: the daily solar collector calculations with sunshade 

integration (Ecotect). 

5.6.2. Simulate the building model with the PV integrated as a 
screen over the roof 

The same PV module that used in the previous integration will be 

used in this one as well; the total area of the PV modules is 416 m2, 

which means 317 modules integrated into the building as a screen over 

the roof, with 3m high to get a useful space underneath it as illustrated in 

Figure (11). These modules should produce a total power equal 

57,060W; the approximately total cost of these modules will be 

amounted to $49,620[8]. 

 
Fig. 11:the PV integrated into the building as a screenover the roof 

(Ecotect) 

Figure (12) illustrates the energy calculations for cooling and heating 

along the year for this integration. The peak energy demand for cooling 

periods that illustrated showed just a slightly reduction in this integration 

when it is compared with the reference model results.  

 
Fig. 12: the peak energy demands for cooling periods with the PV 

roof screen integration (Ecotect). 

The PV modules energy output in this integration was calculated and 

the total energy output will be equaled 35,542,735Wh per annum. Figure 

(13) illustrates the daily solar collector calculations according to this 

integration (Ecotect). 

 
Fig. 13: The daily solar collector calculations with the PV roof 

screen integration (Ecotect). 

 

5.6.3. Simulate the building model with the PV as double skin 
facade integration 

As the position of The PV module needs transparency and thermal 

resistance, therefore, the PV module type that has chosen to be integrated 

into the building as double skin facade with air gap equals to 20cm, will 

be from Schott Company as well with a see- through effect, semi-

transparent thin film with a-Si cells SCHOTT ASI™100, with nominal 

power ≥ 100W, and the module dimensions are 1.108m ×1.308m, the U-

value will be 1.4 W/m2.k [11]. 

 
Fig. 14: The PV integrated into the building as a double skin façade 

(Ecotect). 

The total area of the PV modules is 376 m2, which means 260 

modules integrated into the building as a screen over the roof, as 

illustrated in Figure (14) above. These modules should produce a total 

power equal 26,000W; the approximately total cost of these modules will 

be amounted to $22,610 [8]. 

Figure (15) illustrates the energy calculations for cooling and heating 

along the year for this integration. The peak energy demand for cooling 

periods that illustrated showed a little reduction in this integration when 

it is compared with the reference model results.  

 
Fig. 15: The peak energy demands for cooling periods with the PV 

as double skin facade integration (Ecotect). 
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The PV modules energy output in this integration was calculated and 

the total energy output will be equaled 1,901,537Wh per annum. Figure 

(`16) illustrates the daily solar collector calculations according to this 

integration (Ecotect).  

 
Fig. 16: The daily solar collector calculations with the PV as double 

skin facade integration(Ecotect). 

6. Results discussion 

The simulations provide good information to analyze the potential 

contribution of the BIPV system on the energy saving according to the 

PV thermal performance and the power supply generated from the sun.  

6.1. The PV thermal effect: 

Reducing the cooling demands during the peak load of the summer 

months was the first issue of these different types of integrations. 

Therefore, the effect of each type of PV integration will be discussed. 

Figures (17,18 and 19) show the energy saving after integrate three 

different types of PV modules compared with the reference model. 

It can be seen that the window sunshade integration resulted in 

significant reductions in the amount of the summer months solar 

radiation entering into the building spaces, this reflected to a good 

saving in the energy with overall 17.26% reduction when it is 

compared with the reference model. The other integrations (roof screen 

and double skin façade) are not good saving as much as the sunshade 

integration with 4.83% and 10.52% respectively. 

 
Fig. 17: The energy saving during the peak cooling load with 

sunshade PV integration. 

 
Fig. 18: the energy saving during the peak cooling load with roof 

screen PV integration. 

 
Fig. 19: The energy saving during the peak cooling load with double 

skin façade integration. 

6.2. The PV Solar Power Generation 

The second performance that should be discussed after the thermal 

effect is the solar power generation from the three types of 

integrations. Figure (20) shows the output energy that could be used as 

renewable clean energy from each type of the three integrations. 

 
Fig.20: The annually energy output from the different types of the 

PV integrations 

It is obvious that the roof screen PV integration has the higher 

output of energy with 35,543kwh, which could cover the peak load of 

cooling demand and more, while the other types of integrations are 

very low. If the PV area of each type is taken into account in the three 

integrations, as showed in Figure (21), it can be seen that the double 

skin façade has the lowest efficiency, and the reason behind that is the 

tilt of the PV modules 90◦. 
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Fig. 20: The annually energy output from the different types of the 

PV integrations / m2 

Most of the solar radiation can be generated from the summer 

solar where the useful tilt can be figured according to the altitude 

of the building location, and according to Benghazi city altitude, 

the maximum output will be in the tilt between 0◦ to 35◦. The 

output energy from the sunshade PV is still reasonable compared 

with its area. 

6.3. The cost of the PV Modules and the Power output 

According to the power output and area of the PV module, the 

cost of the total modules in each of integrations was calculated 

according to Gupta, 2010, that mentioned before and which 

resulted in Figure (21) below [8]. 

 
Fig. 21: The PV modules cost of the different types of integrations 

On one hand, it can be seen from the above Figure that the cost of 

the roof screen PV integration is very high compared with the other 

integrations because of the PV modules area, on the other hand, the 

cost of the energy output from this integration will be the minimum as 

showed in the Figure below, this output cost can be figured out 

according to the lifetime of the PV modules (±25 years) and the total 

power output during this period with the total cost of the PV models 

($/kwh) in the different types of integrations, Figure (22). 

 

Fig. 22: The output cost of the different PV types 

6.4. The different PV integrations and the CO2 emissions 
reduction 

The CO2 emissions that could be saved from the reduction of the 

energy which converted according to Defra, 2015; it is obvious that the 

roof screen is the higher saving, Table (2) [3]. 

Table 2: The annually PV modules CO2 reduction of the 

different types of integrations (kg/year). 

CO2 emissions 

reduction (kg/year) 
Sunshade 

Roof 

screen 

Double 

skin façade 

From the PV thermal 

effect 
2,595 727 1,582 

From the PVsolar 

output 
3,599 19,406 1,048 

Both thermal & 

solar 
6,194 20,133 2,630 

6.5. The Different PV Integrations and the Comfort: 

Concerning the day lighting, in an office building, artificial light 

accounts for a high percentage of energy use, lighting levels are set to 

improve the performance in an office environment. In warm and sunny 

climate like the assumed office building location, it is not practical to 

install big area of windows especially south facing, as the heat gains 

could be high from the direct solar radiation and the building cooling 

throughout the day. Another issue might be occurred from the direct 

solar radiation that is the glare and the visual comfort. However, the 

direct solar radiation can be controlled by using an optimum size and 

tilt of the PV sunshade device, and this integration can protect the area 

of windows from the solar radiation during the summer months and its 

glare, while the winter direct solar radiation can still pass through the 

windows area and maintain a good passive solar for heating and good 

level of visual comfort, furthermore, will offer a uniform distribution 

of light and good thermal performance, especially the office spaces 

that close to the windows. According to the previous results, Sunshade 

PV has succeeded in these issues with good performance while the 

double skin façade PV could be quite good at the building thermal 

performance, but not efficient with the visual comfort. Roof screen PV 

integration has no effecting on the building comfort. 

7. Conclusion and recommendations 

The simulations provided good information for analyzing the 

potential contribution of the BIPV system on the energy saving 

according to the PV thermal performance and the power supply 

generated from the sun, and the final discussion results summarized in 

the table (3) below, to evaluate the different PV integrations and 

choose the optimum one.  

It can be seen that the double skin façade has the lowest 

performance, and the reason behind that is the tilt of the PV modules 

90◦, and most of the solar radiation can be generated from the 

summer solar and the useful tilt during this period. According to 

Benghazi sun path and altitude, the useful tilt in the overall should be 

in between 0◦ to 35◦. Thus, this type will not be succeeded.  

Table 3:The performance of the different types of PV integrations 

(summary) 
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It is obvious from the summary table above that the Sunshade PV 

integration has a good performance in thermal effect, PV energy 

output per square meter and cost of the PV power output per kWh. 

Furthermore, it has a very good effect on the building comfort with 

low system budget, if it is compared with the roof screen integration.  

The roof screen PV integration has a significant advance in the 

total PV energy annually output and CO2 emissions' reduction, this 

advance has happened because of the medium storey building of the 

assumed office model that has used in the simulation, where the façade 

is similar to the roof area, and the space for the sunshade PV 

integration is limited. This advance can be completely opposite in the 

case of tall office buildings, which nowadays are more common due to 

the lake of the land space. Therefore, in this case, the roof space will be 

limited and the roof screen PV productivity as well, whereas the 

sunshade integration will have plenty of space, and its productivity will 

be multiple. For these reasons, the sunshade PV integration is the 

optimum one that could produce a reasonable power output and 

minimizes the heat gains in warm climate regions, and this choice is 

the answer of the study question. 

Finally, a significant recommendation for further future research in 

this subject area is to use the Ecotect simulation program in focusing 

on the different types of sunshade PV integrations such as simple 

fixed, moveable or the louver one, in order to maximize their total 

power output and CO2 emissions' reduction. 
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1. Introduction 

The group technology (GT) concept evolved to face growing 

competition in industry and the need to successfully and 

economically meet the current trend towards low volume 

production of a variety of products. This is achieved through 

following the principle that similar things should be done 

similarly. Therefore, GT is a tool for organizing and using 

information about component similarities to improve the 

production efficiency of a manufacturing firm. Component 

similarities form the basis for creating families of components to 

be produced by all machines needed, in a manufacturing cell. 

This leads to form a number of cells for to manufacture all 

components / parts. 

The ideal, mostly, un attainable, configuration for a 

manufacturing firm is where components and machines are 

grouped in a diagonal form as depicted in Figure1 for three cells. 

However, in practice, some parts may need processing in more 

than one cell. These are called "exceptional parts" and machines 

processing them are "bottleneck machines”. The intercellular 

moves of parts can be eliminated by duplicating sufficient 

number of bottleneck machines. However, this involves 

additional costs and should be kept at a minimum such as not to 

offset the advantages of GT. 

Implementation of GT resulted in significant benefits for all 

the functional areas of manufacturing, e.g., design 

manufacturing, manufacturing engineering, production control 

quality [8,10]. 

 

Figure 1: The ideal solution for components and machines. 

2. Strategies for manufacturing cells formation 

Strategies for manufacturing cells formation depend on where 

to start from, either from machines, parts, or concurrently 

considering machine cells and part families. 

3. Performance measures for methods of forming 
manufacturing cells 

The performance measures consider, for purpose of evaluation 

of methods, the number of ones and zeros in the diagonal blocks 

and in the off diagonal blocks, as well as voids in the diagonal 

blocks. The mostly used measures are grouping efficiency η3 

[31], grouping efficacy η [8], weighted grouping efficacy  [31], 

modified grouping efficacy [30], grouping index GI [29], 

grouping capability index GCI [31], and number of exceptional 

elements .  For example, weighted grouping efficacy  is 

calculated by placing a weight q on each entry inside the diagonal 

blocks and a weight 1-q on the exceptional elements. 

4. Approaches for formation  manufacturing cells, an 
overview 

Relevant literature may be classified into four categories. These 

are similarity coefficients based methods [13, 32, 38, 41], 

mathematical programming techniques [2, 4, 6, 12, 21, 33, 36, 42], 

heuristic methods [14, 18, 24, 28, 37, 40], and genetic algorithms 

based methods [10, 43]. 

Kusiak [22], considered basically the matrix approach for forming 

cells of a specified number. Then, Visvanathan [38], developed on 

Kusiak's model to relieve its limit and to find the optimal number of 

cells. 

The objectives of the mathematical programming formulations 

varied among a number of researchers. Examples of such objectives 

are minimizing number of exceptional elements [5], minimizing 

intercellular part movements [23], minimizing dissimilarity between 

parts in each cell [4], finding optimal labor assignment and 

groupings [36], and increasing productivity while maximizing cell 

independency [42]. 

 

AB ST R ACT  

The concept of group technology (GT) in design of manufacturing systems is explained. Achieving the highly appreciated benefits of applying GT mainly 

depends on proper design of manufacturing cells within a manufacturing system. As the ideal design of manufacturing cells is practically unattainable, 

research work aims at optimizing this process within a number of objectives. This paper categorizes and briefly introduces some of the previously published 

research work. Then, a proposed approach for design of manufacturing cells is introduced with the objective of minimizing the number of exceptional 

elements, needing processing in more than one cell, thus reducing the material handling needs between cells which reduces efficiency and increases costs. 

The mathematical model for this approach, based on the 0-1 incidence matrix of parts/machines, is explained. Five performance measures for the 

approaches of design of cells are applied to the proposed approach. Twelve previously published bench mark problems with eighty eight different solutions, 

based upon different approaches from literature, were used in the comparison and evaluation of the performance of the proposed approach/ model. The 

result of comparison indicated that the proposed approach gave better solutions in forty nine percent of the cases, with equal performance in the remaining 

cases. Thus, the proposed approach is a highly valued addition to the available approaches. 

Keywords: Group technology, Formation of manufacturing cells, Mathematical programming, Exceptional elements. 
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In heuristic methods, considerations were given, for example, to 

operations sequence [34], operation sequence and number of cells 

[24], sequence based material flow [37], balanced workload [40], 

and increasing total profits of the system [14]. 

The genetic algorithm's based approaches considered reducing 

setup times and work-in- process [10], parts volume and processing 

time [43], operations times [26], layout design to minimize material 

handling costs [20], among other objectives. 

5. A proposed approach for formation of manufacturing cell 

The proposed approach [25], is based on Won and Lee's 

approach [42], with a modification to give the designer the ability 

to control cell sizes while beingable to use the basic commercial 

integer linear programming software available. Moreover,  

number of alternatives are produced for the same number of cells. 

This gives flexibility to the system's designer. 

The objective function and constraints are as follow: 
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The objective function Z can be linearized in the following 

manner as treated by Boctor [5], by introducing  two sets of non- 

negative variables uikj and vikj, where 

Xik
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Then minimizing Z becomes equivalent to: 
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The modification entails the use of just one variable uikj 

instead of using two variables uikj and vikj.  
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Thus, objective function and necessary constraints can then be 

formulated as follows: 
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Where: 

n: number of parts, m: number of machines, p: number of 

cells, i:  index of machine type, i=1,……m,  j:  index of part type, 

j= 1,…..n, k: index of cells (families), k = 1,….p,  Lc= lower limit 

on machine cell size, Uc=upper limit on machine cell size, Lf = 

lower limit on part family size, Uf = upper limit on part family 

size, A = [aij
], binary PMIM, nj: Total number of operations 

required for part j, r : index of operation sequence number r = 

1….nj,  

Decision variables: 

Yjk: binary variable indicating if part j is assigned to cell k, Xik: 

binary variable indicating if machine i is assigned to cell k. The 

objective function (3),  is accompanied by the constraints (2) and 

(4) to (10). Constraint (4) ensures that each machine is assigned 

to exactly one machine cell. Constraint (5) means that at least Lc 

machines must be assigned to each cell and at most Uc machines 

are assigned to each cell. Constraint (6) requires that each part 

belongs to exactly one part family. Constraint (7) ensures that at 

least Lf parts must be assigned to each family and at most Uf parts 

are assigned to each family.  Constraints (8) and (9) guarantee the 

binary solution for machine assignment and part assignment, 

respectively. Constraint (10) ensures the binary property of 

continuous variables uikj and vikj 

6. Computation results and evaluation of the quality of the 
performance measures of the problems considered 

The final block diagonal matrix can be checked to evaluate the 

quality of the solution relative to the chosen performance 

measures. For the purpose of comparing the performance of our 

proposed approach with previously published approaches, 

thirteen problems with eighty nine solutions resulting from 

different procedures, were prepared, Table1. The size of the 

problems ranges from five machines and seven parts to sixteen 

machines and forty three parts, thus, the ranges represent small 

problems to comparatively large ones. 

The problems were solved by different methods. the solutions 

of some problems are taken from published papers while other 

problems are solved for the current work by applying a 

MATLAB program  

to calculate the similarity coefficients and the IMROVE 

algorithm [11], to obtain final solutions. The performance 

measures are: grouping index GI, weighted grouping efficacy ω, 

grouping capability index GCI, modified grouping efficacy τ2 and 

grouping efficacy η and number of exceptional elements  

 

7. Results and Discussion 

 

Table2 presents a summary of computational results regarding 

comparative performance of the earlier solution procedures and 

the proposed approach. 

It should be noticed that a solution is better when:  
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a. It has a higher value of the following measures: 

grouping index, weighted grouping efficacy, grouping 

capability index, modified grouping efficacy and 

grouping efficacy, and 

b. It is with minimum number of exceptional elements 

(e0). 

Because of their dependence on the number of clusters, values 

of grouping index (GI), weighted grouping efficacy (ω), grouping 

capability index (GCI), modified grouping efficacy (τ2) and 

grouping efficacy (η) were not compared for cases with unequal 

number of clusters. The comparison of the performance measures 

resulted in the following: 

a. The ω measure has low discriminating capability and 

weakness sensitivity. 

b. The η measure gives the best result for the worst 

solution, so η has the worst discriminating 

characteristic, since this method does not consider the 

weight factor. 

c. GCI has high the discrimination compared with other 

performance measures. 

d. GI and τ2 have the same values for all solutions in all 

problems because they have the same equation for all 

problems, since A=0 for all problems.  GI and τ2 show  

no preference for any solution for all problems even 

with changing the method or with different number of 

clusters. 

It is worthy to point out that results presented in Table 2 

demonstrate that the proposed approach results in solutions of 

better or equal quality when its solutions are compared with the 

solutions obtained by conventional algorithms for the test 

problems. 

Due to space limitation, two example problems are given to 

demonstrate the superiority of the proposed approach. 

Example 1[25] 

Solution of problem 4/6, Table 1 for three cells, the solution of 

Kusiak's approach as an input to IMPROVE algorithm, applying 

ROC approach, and using the proposed approach are given in 

Figures 3, 4, 5. The proposed approach approach's solution is 

better in terms of the performance measures, as given in Table2. 
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Figure 2. Machine – part incidence matrix for problem 4 [38]. 
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1  1 1 1 1     1  1

0  

Figure 3. Solution for problem 4/6 of IMPROVE algorithm by using solution of (Kusiak's approach with p=3 as input) [11]. 
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Figure 4.Solution for problem 4/7 by applying ROC approach [11]. 
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Figure 5. Solution of the proposed approach [25]. 

 

Example 2 [25] 

The machine – part incidence matrix for a 16x43 problem 

[19],is utilized to demonstrate the effectiveness of the proposed 

approach. The data for problem 6 are given in Figure 6 [19]. In 

the following section a solution for 3 cells, and applying ROC2 

algorithm [3], the solution is given in Figure 7, resulting in 31 

exceptional elements and performance measures GI, ω, and GCI 

as 0.64, 0.25 and 0.76 respectively. 
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Table 1: Selected problems, sources, solutions approaches and characteristics of solutions [25]. 

Problem No./ Solution No. Source Approach m n p 

1/1, 1/2, 1/3, 1/4, 1/5, 1/6, and 1/7 Waghodekar and Sahu(1984,) Fig. 2(a) [39] 
ROC, MACE algorithm, *Kusaik's model, *Viswanathan model, *Islam and 

Sarker model, *MP1 model, and *MP2 model 
5 7 2 

2/1 Chandrasekharan and Rajagopalan, (1986) [7] HGGA algorithm 8 20 2 

3/1, 3/2, 3/3, 3/4, 3/5, 3/6, 3/7, 3/8, 3/9, 

3/10, 3/11, 3/12, 3/13, and 3/14 
James et al.. (2007) [17] 

Ideal seed 

Nonhierarchical,  HPH algorithm, ROC2, *Kusiak model, *Viswanthan model, 

CAN, GRAFICS,  *Islam and Sarker model, *MP1 model, *MP2 model, ROC, 

IMPROVE, HGGA, and ACO-TS 

8 20 3 

4/1, 4/4, and 4/5 Viswanathan (1996) [38] Kusiak  model, Ben-Arieh and Chang approach, and IMPROVE 10 12 2 

4/2, 4/3, 4/6, and 4/7 Viswanathan (1996) [38] Kusiak model, and Viswanthan model, IMPROVE, and  ROC 10 12 3 

5/1, 5/2, 5/3,  5/4, 5/5, 5/6, 5/7, 5/8, and 

5/9 
Chattopadhyay et al. (2011), Fig. 4 (a) [8] 

ROC, MACE, *Kusaik's model, *Viswanathan model, *Islam and Sarker model, 

*MP1 model, *MP2 model, HGGA, and SOM. 
5 7 2 

6/1, and 6/2 King (1980) [19] ROC2, and CFP 16 43 3 

6/3, 6/4, 6/5, 6/6 King (1980) [19] ROC2, ROC, IMPROVE ROC,  and CFP 16 43 4 

6/7, 6/8, and 6/9 King (1980) [19] ALC, HPH, and CFP 16 43 5 

7/1, 7/2, 7/3, 7/4, 7/5, 7/6, 7/7, 7/8, 7/9, 

7/10, 7/11 
Chattopadhyay et al.(2011) [8] 

*Kusiak model, SLINK, ALC,  *Viswanthan model, *Islam and Sarker 

model, *MP1 model, *MP2 model, ROC,  IMPROVE, HGGA, and SOM 
5 18 2 

8/1, 8/2, 8/2, and  8/4 Won (2000) [41] Kusiak model, *Viswanthan model, *Islam and Sarker model, and *MP2 model 6 10 2 

9/1, 9/2, 9/3, 9/4 and 9/5 Agrawal et al. (2011) [1] 
ALC, *MP1 model, *Kusiak model,  *Viswanthan model, and *Islam and 

Sarker model 
8 12 3 

9/6, 9/7, and  9/8 Agrawal et al. (2011) [1] SAM, HGGA, and ACO-TS, 8 12 4 

10/1, 10/2, 10/3, 10/4, 10/5, 10/6,  and 

10/7 
Waghodekar and Sahu(1984), Fig.5(a) [39] 

ROC, MACE, *Kusiak model, *Viswanathan model, *MP1 model, *MP2 

model, and IMPROVE 
5 7 2 

11/1, and 11/2 Askine et al.(1991) [3] ROC2, and  HPH 12 19 3 

12/1 Chen and Cheng (1995) [9] ART1 15 15 4 

13/1 Sule (1994) [35] - 11 21 3 
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Table 2: Summary of computational results 

Pro. 

/sol. 
Approach 

Problem information 

p 
Earlier models results Proposed model results 

comp- 

arison 
m n e e1 eo ev B GI w GCI τ2 η e1 eo ev B GI w GCI τ2 η 

1/1 ROC Fig( 2) a 5 7 16 2 14 2 3 17 0.77 0.56 0.88 0.77 0.74 14 2 3 17 0.77 0.56 0.88 0.77 0.74 Equal 

1/2 MACE Fig( 2) a 5 7 16 2 14 2 3 17 0.77 0.56 0.88 0.77 0.74 14 2 3 17 0.77 0.56 0.88 0.77 0.74 Equal 

1/3 
*Kusaik's model 

Fig( 2) a 
5 7 16 2 14 2 3 17 0.77 0.56 0.88 0.77 0.74 14 2 3 17 0.77 0.56 0.88 0.77 0.74 Equal 

1/4 
*Viswanathan 

model Fig( 2) a 
5 7 16 2 14 2 3 17 0.77 0.56 0.88 0.77 0.74 14 2 3 17 0.77 0.56 0.88 0.77 0.74 Equal 

1/5 
*Islam and 

SarkermodelFig( 2) 

a 
5 7 16 2 14 2 3 17 0.77 0.56 0.88 0.77 0.74 14 2 3 17 0.77 0.56 0.88 0.77 0.74 Equal 

1/6 
*MP1 model Fig( 2) 

a 
5 7 16 2 14 2 3 17 0.77 0.56 0.88 0.77 0.74 14 2 3 17 0.77 0.56 0.88 0.77 0.74 Equal 

1/7 
*MP2 model Fig( 2) 

a 
5 7 16 2 14 2 3 17 0.77 0.56 0.88 0.77 0.74 14 2 3 17 0.77 0.56 0.88 0.77 0.74 Equal 

2/1 HGGA 8 20 91 2 64 27 18 82 0.53 0.34 0.7 0.53 0.59 67 24 29 96 0.59 0.35 0.74 0.59 0.56 Best 

3/1 
Ideal seed 

Nonhierarchical 
8 20 61 3 52 9 0 52 0.76 0.59 0.85 0.76 0.85 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Equal 

3/2 HPH 8 20 61 3 52 9 0 52 0.76 0.59 0.85 0.76 0.85 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Equal 

3/3 ROC2 8 20 61 3 46 15 9 55 0.6 0.4 0.75 0.6 0.66 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Best 

3/4 *Kusiak model 8 20 61 3 52 9 0 52 0.76 0.59 0.85 0.76 0.85 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Equal 

3/5 *Viswanthan model 8 20 61 3 52 9 0 52 0.76 0.59 0.85 0.76 0.85 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Equal 

3/6 CAN 8 20 61 3 52 9 0 52 0.76 0.59 0.85 0.76 0.85 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Equal 

3/7 GRAFICS 8 20 61 3 52 9 0 52 0.76 0.59 0.85 0.76 0.85 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Equal 

3/8 
*Islam and Sarker 

model 
8 20 61 3 52 9 0 52 0.76 0.59 0.85 0.76 0.85 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Equal 

3/9 *MP1 model 8 20 61 3 47 14 4 51 0.62 0.44 0.77 0.62 0.72 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Best 

3/10 *MP2 model 8 20 61 3 52 9 0 52 0.76 0.59 0.85 0.76 0.85 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Equal 

3/11 ROC 8 20 61 3 46 15 6 52 0.6 0.41 0.75 0.6 0.69 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Best 

3/12 IMPROVE 8 20 61 3 52 9 0 52 0.76 0.59 0.85 0.76 0.85 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Equal 

3/13 HGGA 8 20 61 3 52 9 0 52 0.76 0.59 0.85 0.76 0.85 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Equal 

3/14 ACO-TS 8 20 61 3 52 9 0 52 0.76 0.59 0.85 0.76 0.85 52 9 0 52 0.76 0.59 0.85 0.76 0.85 Equal 
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Pro. 

/sol. 
Approach 

Problem information 

p 

Earlier models results Proposed model results 
comp- 

arison 

m n e e1 eo ev B GI w GCI τ2 η e1 eo ev B GI w GCI τ2 η 

4/1 Kusiak  model 10 12 41 2a 34 7 26 60 0.7 0.39 0.83 0.7 0.51 39 2 33 72 0.8 0.49 0.95 0.8 0.53 Best 

4/2 Kusiak model 10 12 41 3 29 12 12 41 0.55 0.33 0.71 0.55 0.55 34 7 22 56 0.7 0.4 0.83 0.7 0.54 Best 

4/3 
Viswanthan 

model 
10 12 41 3 33 8 15 48 0.67 0.41 0.8 0.67 0.59 34 7 22 56 0.7 0.4 0.83 0.7 0.54 Best 

4/4 
Ben-Arieh and 

Chang approach 
10 12 41 2a 29 12 23 52 0.57 0.29 0.71 0.57 0.45 39 2 33 72 0.8 0.49 0.95 0.8 0.53 Best 

4/5 IMPROVE 10 12 41 2 39 2 33 72 0.8 0.49 0.95 0.8 0.53 39 2 33 72 0.8 0.49 0.95 0.8 0.53 Equal 

4/6 IMPROVE 10 12 41 3 31 10 11 42 0.61 0.38 0.76 0.61 0.6 34 7 22 56 0.7 0.4 0.83 0.7 0.54 Best 

4/7 ROC 10 12 41 3 26 15 14 40 0.46 0.26 0.63 0.46 0.47 34 7 22 56 0.7 0.4 0.83 0.7 0.54 Best 

5/1 ROC Fig. 4 (a) 5 7 20 2b 16 4 9 25 0.67 0.39 0.8 0.67 0.55 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Best 

5/2 MACE Fig. 4 (a) 5 7 20 2 17 3 5 22 0.73 0.5 0.85 0.73 0.68 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Equal 

5/3 
*Kusaik model Fig. 

4 (a) 
5 7 20 2 17 3 5 22 0.73 0.5 0.85 0.73 0.68 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Equal 

5/4 
*Viswanathan 

model Fig. 4 (a) 
5 7 20 2 Single cell 

 
17 3 5 22 0.73 0.5 0.85 0.73 0.68 Best 

5/5 
*Islam and Sarker 

model Fig. 4 (a) 
5 7 20 2 17 3 5 22 0.73 0.5 0.85 0.73 0.68 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Equal 

5/6 
*MP1 model Fig. 4 

(a) 
5 7 20 2 14 6 3 17 0.52 0.34 0.7 0.52 0.61 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Best 

5/7 
*MP2 model Fig. 4 

(a) 
5 7 20 2 14 6 3 17 0.52 0.34 0.7 0.52 0.61 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Best 

5/8 HGGA Fig. 4 (a) 5 7 20 2 16 4 3 19 0.67 0.46 0.8 0.67 0.7 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Best 

5/9 SOM Fig. 4 (a) 5 7 20 2 17 3 5 22 0.73 0.5 0.85 0.73 0.68 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Equal 

6/1 ROC2 16 43 126 3 96 31 161 260 0.64 0.25 0.76 0.64 0.33 
          

6/2 CFP 16 43 126 3a 96 30 116 212 0.64 0.29 0.76 0.64 0.4 109 (a)17 181 290 0.71 0.3 0.87 0.71 0.36 Best 

    
126 

          
109 (b)17 186 295 0.71 0.3 0.87 0.71 0.35 Best 

    
126 

          
109 (c)17 202 311 0.7 0.29 0.87 0.7 0.33 Best 

    
126 

          
108 (d)18 176 284 0.7 0.3 0.86 0.7 0.36 Best 

    
126 

          
107 (e)19 150 257 0.7 0.32 0.85 0.7 0.39 Best 

    
126 

          
106 (f)20 139 245 0.7 0.33 0.84 0.7 0.4 Best 

    
126 

          
104 (g)22 131 235 0.69 0.32 0.83 0.69 0.4 Best 
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Pro. 

/sol. 
Approach 

Problem information 

p 
Earlier models results Proposed model results 

comp- 

arison 
m n e e1 eo ev B GI w GCI τ2 η e1 eo ev B GI w GCI τ2 η 

6/3 ROC2 16 43 126 4 90 36 83 173 0.58 0.28 0.71 0.58 0.43 
          

6/4 ROC 16 43 126 4a 60 66 116 176 0.4 0.14 0.48 0.4 0.25 
          

6/5 IMPROVE 16 43 126 4 100 26 77 177 0.66 0.36 0.79 0.66 0.49 
          

6/6 CFP 16 43 126 4a 97 29 76 173 0.64 0.34 0.77 0.64 0.48 105 (a)21 118 223 0.69 0.34 0.83 0.69 0.43 Best 

    
126 

          
105 (b)21 126 231 0.69 0.33 0.83 0.69 0.42 Best 

    
126 

          
102 (c)24 97 199 0.68 0.35 0.81 0.68 0.46 Best 

    
126 

          
102 (d)24 100 202 0.68 0.34 0.81 0.68 0.45 Best 

    
126 

          
102 (e)24 100 202 0.68 0.34 0.81 0.68 0.45 Best 

    
126 

          
102 (f)24 106 208 0.67 0.34 0.81 0.67 0.44 Best 

6/7 ALC 16 43 126 5 99 27 77 176 0.65 0.35 0.79 0.65 0.49 99 
         

6/8 HPH 16 43 126 5 95 31 51 146 0.61 0.35 0.75 0.61 0.54 99 
         

6/9 CFP 16 43 126 5a 97 29 54 151 0.63 0.36 0.77 0.63 0.54 99 (a)27 58 157 0.65 0.37 0.79 0.65 0.54 Best 

                
(b)27 59 158 0.65 0.37 0.79 0.65 0.54 Best 

                
(c)27 77 176 0.65 0.35 0.79 0.65 0.49 Best 

7/1 *Kusiak model 5 18 46 2 39 7 3 42 0.74 0.56 0.85 0.74 0.8 41 5 7 48 0.8 0.6 0.89 0.8 0.77 Best 

7/2 SLINK 5 18 46 2 39 7 3 42 0.74 0.56 0.85 0.74 0.8 41 5 7 48 0.8 0.6 0.89 0.8 0.77 Best 

7/3 ALC 5 18 46 2 41 5 7 48 0.8 0.6 0.89 0.8 0.77 41 5 7 48 0.8 0.6 0.89 0.8 0.77 Equal 

7/4 *Viswanthan model 5 18 46 2 41 5 7 48 0.8 0.6 0.89 0.8 0.77 41 5 7 48 0.8 0.6 0.89 0.8 0.77 Equal 

7/5 
*Islam and Sarker 

model 
5 18 46 2 41 5 7 48 0.8 0.6 0.89 0.8 0.77 41 5 7 48 0.8 0.6 0.89 0.8 0.77 Equal 

7/6 *MP1 model 5 18 46 2 41 5 7 48 0.8 0.6 0.89 0.8 0.77 41 5 7 48 0.8 0.6 0.89 0.8 0.77 Equal 

7/7 *MP2model 5 18 46 2 41 5 7 48 0.8 0.6 0.89 0.8 0.77 41 5 7 48 0.8 0.6 0.89 0.8 0.77 Equal 

7/8 ROC 5 18 46 2 41 5 7 48 0.8 0.6 0.89 0.8 0.77 41 5 7 48 0.8 0.6 0.89 0.8 0.77 Equal 

7/9 IMPROVE 5 18 46 2 41 5 7 48 0.8 0.6 0.89 0.8 0.77 41 5 7 48 0.8 0.6 0.89 0.8 0.77 Equal 

7/10 HGGA 5 18 46 2 39 7 3 42 0.74 0.56 0.85 0.74 0.8 41 5 7 48 0.8 0.6 0.89 0.8 0.77 Best 

7/11 SOM 5 18 46 2 41 5 7 48 0.8 0.6 0.89 0.8 0.77 41 5 7 48 0.8 0.6 0.89 0.8 0.77 Equal 

8/1 Kusiak model 6 10 27 2 23 4 9 32 0.73 0.48 0.85 0.73 0.64 23 4 9 32 0.73 0.48 0.85 0.73 0.64 Equal 

8/2 *Viswanthan model 6 10 27 2a 23 4 13 36 0.72 0.44 0.85 0.72 0.58 23 4 9 32 0.73 0.48 0.85 0.73 0.64 Best 

8/3 
*Islam and Sarker 

model 
6 10 27 2 23 4 9 32 0.73 0.48 0.85 0.73 0.64 23 4 9 32 0.73 0.48 0.85 0.73 0.64 Equal 
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Pro. 

/sol. 
Approach 

Problem information 

p 
Earlier models results Proposed model results 

comp- 

arison 
m n e e1 eo ev B GI w GCI τ2 η e1 eo ev B GI w GCI τ2 η 

8/4 *MP2 model 6 10 27 2a 22 5 8 30 0.69 0.44 0.81 0.69 0.63 23 4 9 32 0.73 0.48 0.85 0.73 0.64 Best 

9/1 ALC 8 12 35 3 28 7 6 34 0.67 0.45 0.8 0.67 0.67 28 7 6 34 0.67 0.45 0.8 0.67 0.67 Equal 

9/2 *MP1 model 8 12 35 3 28 7 6 34 0.67 0.45 0.8 0.67 0.67 28 7 6 34 0.67 0.45 0.8 0.67 0.67 Equal 

9/3 *Kusiak model 8 12 35 3 28 7 6 34 0.67 0.45 0.8 0.67 0.67 28 7 6 34 0.67 0.45 0.8 0.67 0.67 Equal 

9/4 
*Viswanathan 

model 
8 12 35 3 28 7 6 34 0.67 0.45 0.8 0.67 0.67 28 7 6 34 0.67 0.45 0.8 0.67 0.67 Equal 

 
9/5 

*Islam and Sarker 

model 
8 12 35 3 28 7 6 34 0.67 0.45 0.8 0.67 0.67 28 7 6 34 0.67 0.45 0.8 0.67 0.67 Equal 

9/6 SAM 8 12 35 4 25 10 1 26 0.52 0.38 0.71 0.52 0.69 25 10 1 26 0.52 0.38 0.71 0.52 0.69 Equal 

9/7 HGGA 8 12 35 4 25 10 1 26 0.52 0.38 0.71 0.52 0.69 25 10 1 26 0.52 0.38 0.71 0.52 0.69 Equal 

9/8 ACO-TS 8 12 35 4 25 10 1 26 0.52 0.38 0.71 0.52 0.69 25 10 1 26 0.52 0.38 0.71 0.52 0.69 Equal 

10/1 ROC Fig. (5)a 5 7 20 2b 15 5 7 22 0.61 0.36 0.75 0.61 0.56 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Best 

10/2 MACE Fig. (5)a 5 7 20 2 17 3 5 22 0.73 0.5 0.85 0.73 0.68 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Equal 

10/3 
*Kusiak model Fig. 

(5)a 
5 7 20 2 17 3 5 22 0.73 0.5 0.85 0.73 0.68 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Equal 

10/4 
*Viswanathan 

model Fig. (5)a 
5 7 20 2 Single cell 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Best 

10/5 
*MP1 model Fig. 

(5)a 
5 7 20 2 14 6 3 17 0.52 0.34 0.7 0.52 0.61 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Best 

10/6 
*MP2 model Fig. 

(5)a 
5 7 20 2 14 6 3 17 0.52 0.34 0.7 0.52 0.61 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Best 

10/7 
IMPROVE  

Fig. (5)a 
5 7 20 2 17 3 5 22 0.73 0.5 0.85 0.73 0.68 17 3 5 22 0.73 0.5 0.85 0.73 0.68 Equal 

11/1 ROC2 12 19 75 3a 41 34 35 76 0.38 0.19 0.55 0.38 0.37 56 19 24 80 0.6 0.36 0.75 0.6 0.57 Best 

11/2 HPH 12 19 75 3 52 23 24 76 0.53 0.31 0.69 0.53 0.53 56 19 24 80 0.6 0.36 0.75 0.6 0.57 Best 

12/1 ART1 15 15 50 4 43 7 13 56 0.74 0.51 0.86 0.74 0.68 43 7 13 56 0.74 0.51 0.86 0.74 0.68 Equal 

13/1 - 11 21 73 3 - - - - - - - - - 62 11 30 92 0.72 0.46 0.85 0.72 0.6 - 
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Because of their dependence on the number of clusters, values 

of grouping index (GI), weighted grouping efficacy (ω), grouping 

capability index (GCI), modified grouping efficacy (τ2) and 

grouping efficacy (η) were not compared for cases with unequal 

number of clusters. The comparison of the performance measures 

resulted in the following: 

a) The ωmeasure has low discriminating capability and 

weakness sensitivity 

b) The ηmeasure gives the best result for the worst solution, so 

η has the worst discriminating characteristic, since this 

method does not consider the weight factor. 

c) GCIhas high the discrimination compared with other 

performance measures. 

d) GIand τ2have the same values for all solutions in all 

problems because they have the same equation for all 

problems, since A=0 for all problems.  GIand τ2show no 

preference for any solution for all problems even with 

changing the method or with different number of clusters. 

It is worthy to point out that results presented in Table 2 

demonstrate that the proposed approach results in solutions of 

better or equal quality when its solutions are compared with the 

solutions obtained by conventional algorithms for the test 

problems. 

Due to space limitation, two example problems are given to 

demonstrate the superiority of the proposed approach. 

Example 1[25] 

Solution of problem 4/6, Table 1 for three cells, the solution of 

Kusiak's approach as an input to IMPROVE algorithm, applying 

ROC approach, and using the proposed approach are given in 

Figures 3, 4, and 5. The proposed approach approach's solution is 

better in terms of the performance measures, as given in Table2. 

 

 

Figure 2: Machine – part incidence matrix for problem 4, [38]. 

 

Figure 3: Solution for problem 4/6 of IMPROVE algorithm by using solution of (Kusiak's approach with p=3 as input) [11]. 

 

Figure 4: Solution for problem 4/7 by applying ROC approach [11]. 



Libyan Journal for Engineering Research (LyJER)  Volume (1) № (1) March 2017 

                                                                                                                                                                                     ISSN 2522-6967 

Faculty of Engineering, Benghazi University, Benghazi – Libya                                                                                              

www.lyjer.uob.edu.ly 

75 

 

 

Figure 5: Solution of the proposed approach [25].

Example 2 [25] 

The machine – part incidence matrix for a 16x43 problem 

[19],is utilized to demonstrate the effectiveness of the proposed 

approach. The data for problem 6 are given in Figure 6 [19]. In 

the following section a solution for 3 cells, and applying ROC2 

algorithm [3], the solution is given in Figure 7, resulting in 31 

exceptional elements and performance measures GI, ω, and GCI 

as 0.64, 0.25 and 0.76 respectively. 

 

 

Figure 6: Machine – part incidence matrix for problem 6 [19]. 

 

Figure 7: Solution for problem 6/1 by applying ROC2 algorithm [3].

Figure 8 depicts the solution obtained by the proposed 

approach where the performance measures increased to 0.71, 0.3 

and0.87. Moreover, the proposed approach produces seven 

alternative solutions with the same number of cells [25] that 

outperform the previously published solutions. 
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Figure 8: Solution by applying the proposed approach with eo=17, Lc=3, Uc=9 and Lf=7, Uf=25 [25]. 

8. Conclusions 

The proposed approach seeks to minimize the number of 

exceptional elements through an integer programming 

formulation. Machine cells and part families are created 

simultaneously. The numerical solutions obtained by  this 

approach, to benchmark problems, were superior to solutions 

obtained by other approaches in forty nine percent of the cases. 

None of the solutions were of inferior quality. 

8.1. Conclusions related to the capability of the approach 

These can be summarized as follows  

a) The proposed approach permits the designer to set the 

number of cells.  

b) The proposed approach can easily improve, develop, 

add constraints, change number of cells, puts upper and 

lower limits on number of machines or parts in each 

cell, or to cluster machines and parts based on other 

objectives such as maximization of the actual 

processing time within each cell.  

8.2. Main advantages of the approach 

The advantages can be set as follows  

a) The proposed approach can be applied for both small 

and large problems.  

b) The proposed approach was prepared to overcome the 

deficiencies in other approaches with significant 

advantage where it generates more than one optimal 

solution with the same objective function values by 

changing the upper and lower limits for machines and 

parts allowable in each cell. As a result, this can present 

more than one choice for the decision maker. 

References 

[1] Agrawal A. K., Bhardwaj P. and Srivastava V., (2011), “Ant colony 

optimization for group technology applications”, Int. J. Adv. Manuf. 

Techno., Vol. 55, pp783-795. 

[2] Akturk M. S. and Balkose H. O., (1996), “Part-machine grouping using 

a multi-objective cluster analysis”, Int. J. Prod. Res., Vol. 34, Issue:8, 

pp 2299-2315. 

[3] Askin, R. G. Cresswell, S. H. Goldberg, J. B. and Vakharia, A. J., 

(1991), “A Hamiltonian path approach to reordering the part-machine 

matrix for cellular manufacturing”, Int. J. Prod. Res., Vol. 29, Issue 6, 
pp 1081-1100. 

[4] Baykasoglu, A. and Gindy, N. N. Z., (2000), “MOCACEF1.0:multiple 

objective capability based approach to form part-machine groups for 

cellular manufacturing application”, Int. J. Prod. Res., Vol. 38, Issue 5, 
pp 1133-1161. 

[5] Boctor, F. F., (1991), “A linear formation of the machine part-cell 

formation problem”, Int. J. Prod. Res., Vol. 29, Issue 2, pp 343-356. 

[6] Boctor, F. F., (1996), “The minimum-cost, machine-part cell formation 

problem”, Int. J. Prod. Res., Vol. 34, Issue 4, pp1045-1603. 

[7] Chandrasekharan, M. p. and Rajagopalan, R., (1986), “MODROC: an 
extension of rank order clustering for group technology”, Int. J. Prod. 

Res., Vol. 24.Issue 5, pp 1221-1233. 

[8] Chattopadhyay, M. Chattopadhyay, S. and Dan, P. K., (2011), 
“Machine- part cell formation through visual decipherable clustering of 

self- organization map”, Int. J. Adv. Manuf. Technol. Vol.5, pp 1019-

1030. 

[9] Chen, S. J. and Cheng, C. S.,  (1995), “A neural network-based cell 

formation algorithm in cellular manufacturing”, Int. J. Prod. Res. Vol. 

33, Issue 2, pp 293-318. 

[10] Dimopoulos, C. and Mort, N., (2001), “A hierarchical clustering 

methodology based on genetic programming for the solution of simple 

cell- formation problem”, Int. J. Prod. Res. Vol. 39, Issue 1, pp1-19. 

[11] Elmogassabi, H.A. Spring 2006/2007A cost-based heuristic approach for 

machine cell formation in-group technology. M.Sc. Thesis, I & MSE Dept, 

University of Garyounis Benghazi, Libya. 

[12] Feyzioglu, O. and Pierreval, H., (2009), “Hybrid organization of 

functional departments and manufacturing cells in the presence of 

imprecise data”, Int. J. Prod. Res., Vol. 47. Issue 2, pp 343-368. 

[13] Foulds, L. R. and Wilson, J. M., (2003), “The General Cell formation 

Problem: manufacturing cell creation with machine modification 

costs”, Southborough University, Business School, Research 
Series,paperIssue:5. 

[14] Gravel, M. Price, W. and Gagne, C., (2000), “An interactive tool for 

designing manufacturing cells for an assembly job-shop”, Int. J. Prod. 
Res., Vol.38, Issue 2, pp 309-322. 

[15] Ho, Y. C. and Moodie, C. L., (1996), “Solving cell formation problems 

in a manufacturing environment with flexible processing and routing 
capabilities”, Int. J. Prod. Res., Vol. 34, Issue 10, pp 2901-2923. 

[16] Islam, K. M. S. and Sarker, B. R.,  (2000), “A similarity coefficient 
measure and machine- parts grouping in cellular manufacturing 

systems”, Int. J. Prod. Res., Vol. 38, Issue 3, pp  699-720. 

[17] James,T. L. Brown, E. C. and Keeling, K.  B., (2007), “A hybrid 
grouping genetic for the cell formation problem”,  Computers and 

Operations Research, Vol. 34, pp 2059-2079. 

[18] Kamal, S. and Burke, L. I., (1996), “FACT: a new neural network-
based clustering algorithm for group technology”, Int. J. Prod. Res., 

Vol. 34, Issue 4, pp .919-946. 

[19] King, J. R., (1980), “Machine-component  grouping in production flow 
analysis: an approach using a rank order clustering algorithm”, Int. J. 

Prod. Res., Vol.18, Issue 2, pp 213-232. 



Libyan Journal for Engineering Research (LyJER)  Volume (1) № (1) March 2017 

                                                                                                                                                                                     ISSN 2522-6967 

Faculty of Engineering, Benghazi University, Benghazi – Libya                                                                                              

www.lyjer.uob.edu.ly 

77 

 

[20] Krishnan, K. K. Mirzaei, S. Venkatasamy,  V. and Pillai, V. M., (2011), 

“A comprehensive approach to facility layout design and cell 

formation”, Int. J. Adv. Manuf. Technol, Published online: 02August.1-
17. 

[21] Kumar, L.and Jain, K. P., (2008), “Part- machine group formation with 

operation sequence, time and production volume”, .Int. J. Simulation 
Model, Vol. 7, Issue  4, pp 198-209. 

[22] Kusiak A., (1987),  “The generalized group technology concept”, Int. J. 

Prod. Res., Vol. 25, Issue 4, pp 561-569. 

[23] Lee, H. and Garcia-diaz, A., (1996), “Network flow procedures for the 

analysis of cellular manufacturing systems”, IIE Transaction Vol. 28, 

Issue 4, pp 333-345. 

[24] Loggenran, R., (1991), “Impact of sequence of operation and layoutof 

cells in cellular manufacturing”, Int. J. Prod. Res., Vol. 29, Issue 2, pp 

375-390. 

[25] Madi, H. J., (2014), “A proposed clustering methodology based on 

mathematical formulation for operationssequenceand time dependent 

cell formation”, M.Sc. Thesis, I&MSE Dept, University of Benghazi, 
Libya. 

[26] Mahapatra, S. S. Pandian, R.S., (2008), “Genetic cell formation using 

ratio leveldata in cellular manufacturing systems”, Int. J. Adv. Manuf. 
Technol., Vol. 38, pp 630-640. 

[27] Malakooti, B. Malakooti, N. R. and Yang, Z., (2004), “Integrated group 

technology, cell formation, process planning, and production planning 
with application on the emergency room”, Int. J. Prod. Res., Vol. 42, 

Issue 9, pp 1769-1786. 

[28] Mukhopadhyay, S. K. Babu, K. R. and Sai, K. V. V., (2000), “Modified 

Hamiltonian chain: a graph theoretic approach to group technology”, 

Int. J. Prod. Res., Vol. 38, Issue 11, pp 2459-2470. 

[29] Nair, G. J. K. and Narendran, T. T., (1996), “Grouping index: a new 

quantitative criterion for goodness of block-diagonal forms ingroup 

technology”, Int. J. Prod. Res., Vol. 34, Issue 10, pp  2767-2782. 

[30] Sarker, B. R. and Khan, M., (2001), “A comparison of existing 

grouping efficiency measures and a new weighted grouping efficiency 

measure”,  IIE Transactions, Vol. 33, pp  11-27. 

[31] Sarker, B. R. and Mondal, S., (1999), “Grouping efficiency measures in 

cellular manufacturing: a survey and critical review”, Int. J. Prod. Res., 

Vol. 37, Issue 2, pp 285-314. 

[32] Seifoddini, H. and Wolfe, P. (1986), “Application of the similarity 

coefficient method in group technology”, IIE Transaction, Vol. 18, 

Issue 3. 

[33] Seifoddini, H. (1989), “A note on the similarity coefficient method and 

the problem of improper machine assignment in group technology 

application”,  Int. J. Prod. Res., Vol. 27,  Issue 7, pp  1161-1165. 

[34] Selvam, R. P. and Balasubramanian, K. N., (1985), “Algorithmic 

grouping of operation sequences”, Eng. Costs and Production 

Economics, Vol. 9, Issue 1-3, pp 125-134. 

[35] Sule, D. R., (1994), Manufacturing facilities location, planning and 

design, PWS publishing company, Boston, Second edition. 

[36] Sureh, N. C. and Slomp, J., (2001), “A multi objective procedure for 
labour assignments and grouping incapacitated cell formation 

problems”, Int. J. Prod. Res., Vol. 39,  Issue 18, pp 4103- 4131. 

[37] Verma, P. and Ding, F. Y., (1995), “A sequence based materials flow 
procedure for designing manufacturing cells”, Int. J. Prod. Res., Vol. 

33, Issue 12, pp 3267-3281. 

[38] Viswanathan, S., (1996), “A new approach for solving the p-median 
problem in group technology”, .Int. J. Prod. Res., Vol. 34, Issue 10, pp 

2691-2700. 

[39] Waghodekar, p. H. and Sahu, S., (1984), “Machine-component cell 
formation in group technology: MACE”, Int. J. Prod. Res., Vol. 22, 

Issue 6, pp 937-948. 

[40] Wen, H. Smith, H. and Minor, E., (1996), “Formation and dynamic 
routing of part families among flexible manufacturing cells”, Int. J. 

Prod. Res., Vol.  34, Issue 8, pp 2229-2245. 

[41] Won, Y., (2000),  “New p-median approach to cell formation with 

alternative process plans”, Int. J. Prod. Res. Vol. 38, Issue 1, pp 229- 

240. 

[42] Won, Y. and Lee, K. C., (2001), “Group technology cell formation 

considering operation sequences and production volumes”, Int. J. Prod. 

Res., Vol. 39, Issue 13, pp 2755-2768. 

[43] Yasuda, K. Hu, L. and Yin, Y., (2005), “A grouping genetic algorithm 

for the multi- objective cell formation problem”, Int. J. Prod. Res., Vol. 

43, Issue 4, pp 829-853. 

 

 



Libyan Journal for Engineering Research (LyJER)  Volume (1) № (1) March 2017 

                                                                                                                                                                                    ISSN 2522-6967 

Faculty of Engineering, Benghazi University, Benghazi  

 www.lyjer.uob.edu.ly 

78 

 

Designand Implementation of Networked Control 

SystemviaEthernetforSelf Excited Induction Generator Using OPC 

Server 

Abdalla El-Manife
a
* and Salwa Almoshity

b
 

a& bCollege of Electrical & Electronic Technology, Benghazi, Libya 

E-mail: Abdalla_ayad2004@yahoo.co.uk 

 

1. Introduction 

Industrial control has been moving more and more towards 

distributed implementations of control systems. Networks are 

used to communicate the data instead of using traditional 

point-to-point communication. Networks require less wiring 

and less maintenance compared to a point-to-point 

architecture. Such networks carry a large number of small 

control signals between many nodes and these signals have to 

meet the delay constraints of real-time control systems. The 

main difference between such control networks and 

conventional data networks is that control networks must be 

able to support time-critical applications [1].  

Networked Control Systems (NCSs) consist of sensors, 

controllers and actuators that communicate together over a 

network. Sensors send packets to the controllers which 

calculate the control action that should be delivered to the 

actuators, and these transmissions must meet the control 

system’s deadline. There are four factors that affect the 

utilization of the network bandwidth: the sampling rate, the 

number of nodes requiring synchronous operation, the size of 

the information sent and the protocol used. Traditionally, for 

proper control, there are different protocols used which have a 

deterministic behavior such as DeviceNET and ControlNET 

[2, 3]. Also, many real-time applications were studied using 

protocols such as Controller Area Network (CAN), 

PROFlBUS and EtherNet/IP which is a merger between 

Ethernet and ControlNET [3, 4, 5, 6, 7].  

Recently, Ethernet has been used in Networked Control 

Systems. Although Ethernet is a nondeterministic protocol, in 

many studies, that it can be used in NCSs. Ethernet is 

widespread nowadays in communication systems because it 

has been proven to be a very successful protocol. By using 

such a protocol, installation and maintenance costs can be 

reduced in industrial applications. In [8], real-time as well as 

non-real time traffic were integrated without any changes to 

the IEEE 802.3 protocol. A system consisting of 16 sensors, 

one controller and 4 actuators was able to meet the required 

time constraints.  

The system was running on-top-of Gigabit Ethernet. On the 

other hand, in [9].The architecture with an integrated control 

design was also a possible solution where each actuator would 

have its own controller integrated in the same node instead of 

one controller for the entire system. This same concept is 

implemented in Sensor Actuator Networks (SANETs) where 

group(a) of sensors and actuators are distributed 

geographically and communicate together through wired or 

wireless networks. 

Previously, engineers and scientists had been designing the 

engineering systems that require a lot of hardware. It is merely 

impossible to design distance control of the system as more 

hardware and wiring were needed. In addition, with the rise of 

the technology, programmable logic controller (PLC) have 

eased the engineering design and reduce materials required, it 

is because the entire design is implemented in software 

programming Pattern. PLC had been commonly used in the 

industry, including controlling both digital and analog signals. 

Design distance control machinery is now possible, even by 

using Ethernet as the communication device between the 

computer and the PLC [10].  

Apart of design the program structure by its own 

proprietary software, the convenience part of PLC is the 

accessibility and controllability by other software. Such 

software must have driver utility of the particular PLC. 

Therefore engineers can use LabVIEW [11], which has various 

types of industrial applications which are in virtual instrument 

(VI) instead of the real and heavy instrument, to control the 

PLC. 

 

 

AB STRAC T  

Induction generators are increasingly being used in nonconventional energy systems such as wind, micro/mini hydro, etc. The advantages of using an 

induction generator instead of a synchronous generator are well known. Some of them are reduced unit cost and size, ruggedness, brushless (in squirrel cage 

construction), absence of separate dc source, ease of maintenance, self-protection against severe overloads and short circuits, etc. In isolated systems, 

squirrel cage induction generators with capacitor excitation, known as self-excited induction generators (SEIGs), are very popular. Remotely control 

applications over a wide area had been commonly used in the industries today. One of the common applications requires remote control and monitoring is 

output voltage control of SEIGs supplied insensitive frequency loads. Drive system has various types of controller, in order to perform some actions such as 

control the speed to control the output voltage of SEIGs, switching On or Off loads supplied by the generator. This control system can be done by 

Programmable Logic Controller (PLC), and with the rise of the technology, Ethernet module will be used in order to achieve the remotecontrol system. Plus 

the PLC today can be controlled not only using its original software, but 3rd party software as well, such as LabVIEW). LabVIEW is a human machine 

interfaces design software that is user friendly. It can be easily communicate with different hardware using OLE for Process Control (OPC) server. 

 

Keywords:Ethernet, LabVIEW,Networked Control System, PID controller, PLC, OPC Servers, Self Excited Induction Generator. 
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2.Project Design Configuration & Preparation  

2.1. OPC Server 

OLE for Process Control (OPC), which stands for Object 

Linking and Embedding (OLE) for Process Control, is the 

original name for a standard specification developed in 1996. 

The standard specifies the communication of real-time plant 

data between control devices from different manufacturers. 

OPC is a software interface standard that allows Windows 

programs to communicate with industrial hardware devices as 

illustrated in Figure 1. 

 
Figure 1. OPC server. 

The basic concept in OPC is that we have an OPC Server and 

one or more OPC Clients that communicate with the server in 

order to write or read data. An OPC server has implemented a set 

of services, and the clients are using these services. 

OPC is implemented in server/client pairs. The OPC server is a 

software program that converts the hardware communication 

protocol used by a PLC into the OPC protocol. The OPC client 

software is any program that needs to connect to the hardware, 

such as an HMI. The OPC client uses the OPC server to get data 

from or send commands to the hardware. 

Although OPC is primarily designed for accessing data from a 

networked server, OPC interfaces can be used in many places 

within an application. At the lowest level they can get raw data 

from the physical devices into a SCADA or DCS, or from the 

SCADA or DCS system into the application. The architecture and 

design makes it possible to construct an OPC Server which allows 

a client application to access data from many OPC Servers 

provided by many different OPC vendors running on different 

nodes via a single objectFigure 2 shows the OPC sever structure.  

 
Figure 2: OPC server, OPC clients and different OPC vendor’s 

hardware devices. 

The value of OPC is that it is an open standard, which 

means lower costs for manufacturers and more options for 

users. Hardware manufacturers need only provide a single 

OPC server for their devices to communicate with any OPC 

client. Software vendors simply include OPC client capabilities 

in their products and they become instantly compatible with 

thousands of hardware devices. Users can choose any OPC 

client software they need.  

Tags are used a lot in the process industry and are normally 

assigned to a piece of information. A tag consists of a name 

describing a single point of information so a process system 

can consists of hundreds and even thousands of tags. The OPC 

server has one tag for each measurement points and controller 

points in the plant and it is the responsibility of the OPC server 

to get the information from the controllers. This is one of the 

reasons for the complexity of the servers, they need to have 

drivers for a lot of controllers and measurement systems. 

2.2. NI OPC Server  

The NI OPC Servers Bridge converts proprietary industrial 

protocols to the open OPC Classic and OPC Unified 

Architecture (UA) protocols. This conversion to OPC then 

enables NI LabVIEW software to communicate to many 

different programmable logic controllers (PLCs) and third-

party devices through the OPC Client that is included with the 

Lab VIEW Data logging and Supervisory Control (DSC) 

Module. The combination of NI OPC Servers and LabVIEW 

provides a single platform for delivering high-performance 

measurements and control to industrial systems. 

The OPC Client I/O servers for communicating with any 

server implementing the OPC Foundation OPC server 

interface.  This allows LabVIEW to communicate with any 

PLC that is interacting with an OPC Server. An OPC Client 

I/O server will list all available OPC servers that are installed 

and running on a local or network computer.  Figure 3 shows 

the relationship of the components involved in communication 

between LabVIEW and a PLC. 

PLCs publish data to the network. An OPC Server program 

uses the PLC’s proprietary driver to create OPC tags for each 

physical I/O on the PLC. NI OPC Servers contains a list of 

drivers for many of the industry’s PLCs. The OPC Client I/O 

servers provided with the DSC Module can connect to each 

OPC tag using the OPC DA standard. The configuration of the 

multiple OPC Client I/O servers in the SVE with different 

update rates, dead band percentages, and reconnect poll rates 

can be done easily. The SVE provides a PSP(PublishSubscribe 

Protocol)URL for each OPC tag that other Shared Variables 

can bind to by enabling aliasing. Once you deploy the Shared 

Variables in the SVE and the Shared Variables receive values, 

LabVIEW can easily read and write to the Shared Variables 

using a VI. 

 
Figure 3: LabVIEW and the SVE Can Communicate with PLCs 

through OPC. 
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NI OPC Server has Siemens TCP/IP Ethernet driver that allow 

the communication between SIMATIC S7-300 CPU315F-2 

PN/DP PLC with LabVIEW. Siemens supplies their customers 

with Profinet gateway, interfacing software that communicates 

with the PLC and its proprietary software, SIMATIC MANAGER 

over the Ethernet network. 

With the Siemens Ethernet driver in NI OPC, users can setup 

the server by just a few simple setups and create variable tags that 

can be linked directly to the PLC’s registers. These tags are named 

as OPC tags. The NI OPC Servers also have NI OPC Quick Client 

that enable users to monitor the status of the PLC in real-time. 

As long as the OPC tags had been created, the communication 

between the LabVIEW and PLC had been simplified as the driver 

can automatically apply the relevant Profinet commands provided 

the tags are correctly configured [3]. Meanwhile in LabVIEW, the 

program can be design by using Shared Variables which is link to 

the OPC tags. 

LabVIEW is a graphical development environment for 

generating flexible and scalable design, control, and test 

applications rapidly at minimal cost. With LabVIEW, engineers 

and scientists are able to interface with real-time signals, analyses 

data for meaningful information, and share results through 

intuitive displays, reports, and the Web. Regardless of 

programming experience, LabVIEW makes development fast and 

easy for all users. 

The programming language used in LabVIEW, also referred to 

as G, is a dataflow programming language. Execution is 

determined by the structure of a graphical block diagram on which 

the programmer connects different function nodes by drawing 

wires. 

These wires propagate variables and any node can execute as 

soon as all its input data become available. Since this might be the 

case for multiple nodes simultaneously, G is inherently capable of 

parallel execution. Multi processing and multi-threading hardware 

is automatically exploited by the built-in scheduler, which 

multiplexes multiple OS threads over the nodes ready for 

execution. Similar to other conventional programming, LabVIEW 

has standard features such as looping structures, data structures, 

event-handling, object-oriented programming. LabVIEW also has 

an extensive library of math functions similar to MATLAB 

libraries and also formula nodes that allow text-based 

programming for certain sections of the code that require complex 

logical structures. Besides that, LabVIEW also has networking 

library functions that can easily allow users to reference. 

Compared to other software like Microsoft Visual Basic, 

LabVIEW is a better option as it comes together with a library of 

functions included Shared Variables Project Library, which is 

bound to the OPC tags that allow server and client communication 

by connecting relevant icons with the Shared Variables. If 

Microsoft Visual Basic (VB) is used, the Siemens Ethernet driver 

must be developed using the MS Comm. function and this would 

require more time to develop the code [12].  

In general LabVIEW has two main elements: the front panel 

and the block diagram. The front panel allows the user to build the 

controls and indicators. The controls are including knobs, push 

buttons, dials, and other input mechanism. Indicators are graphs, 

LEDs, and other output displays. Meanwhile, the block diagram 

let user to add code using VIs and structures to control the front 

panel objects. The elements are illustrated in Figure 4.  

LabVIEW has front-end interface applications that allow user 

to design and then use for controlling systems. Shared variable is a 

library function variable that allows sharing of data between 

applications or different data sources across a network. There are 

many existing data sharing method in LabVIEW, such as 

UDP/TCP, LabVIEW queues, and Real-Time FIFO [12, 13]. 

2.3. Programmable Logic Controller  

The PLC used for this implementation is SIEMENS 

SIMATIC S7-300 series. There are 4 modules in addition Power 

Supply Unit PS307 used in the PLC controller: 

Module1: CPU Unit with Ethernet function (6ES7-315-2FH13-

0AB0) the Benefits of the CPU is reduction of stock-keeping by 

saving components,  One controller for standard and safety 

automation, Coexistence of standard and safety programs on one 

controller is possible,one PROFIBUS or PROFINET transmitting 

medium for standard and safety communication to SIL 3/Category 

4 ,one distributed I/O configuration with standard and safety I/O 

modules, high speed scan rate (CPU processing time for bit 

operation is 0.1 μ sec.)and automatic detection of transmission 

rate 10/100 Mbit/s 

Module2: An accurate resolution analog input (AI8 12 BIT -331-

7KF00-0AB0)  

Module3: High speed digital input and output module (6ES7-322-

1BH01-0AB0), is used for digital operation like On/Off the whole 

system, switch On/Off load different loads supplied by the 

generator. 

Module4: AO4 12bit -332-5HD01-0AB0) basic digital output 

Unit (6ES7-321-1BH01-0AB0). 

All these modules can be connected by assembled and 

connected them together via backplane plugged in the back of the 

modules In order to let the PLC to operate through the Ethernet, 

the PLC must be given an IP address with a Destination node 

number that is not a duplicate of other IP addresses in the network. 

The destination node number is also known as the last octet of an 

IP address. 
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Figure 4: Two main elements of LabVIEW software. 

2.4. Self Excited Induction Generator 

Induction machines acts as a generator when the slip of 

machine is negative i.e. the rotor rotates with speed above 

synchronous speed. When slip is negative, the rotor e.m.f., 

rotor current and power becomes negative. Under such 

condition, the electric torque developed is negative (opposite to 

prime mover) and the machine delivers power to supply mains 

or loads. The induction generators are two types depending 

upon the source of magnetizing current:  

1. Self-excited induction generator  

2. Separately-excited induction generator  

Self-excited induction generator (SEIG) means cage rotor 

induction machines with shunt capacitors connected at their 

terminals for self-excitation. The shunt capacitors may be 

constant or may be varied through power electronics. A 

capacitor bank supply the reactive power to the induction 

generator for self excitement process and as well as to the load. 

2.4.1 Advantages of Induction Generator over Synchronous 

Generator 

 IGs are capable of generating power from variable speed as 

well as constant speed prime movers. 

 Rugged in construction, low cost and easily available. 

 Parallel operation is possible without hunting. 

 The induction generator has self-protection feature. In the 

case of the short circuit or overloads, if a fault occurs on its 

terminals, the excitation fails, and the machine stops the 

generation itself. 

 It needs less auxiliary equipment, do not need a separate DC 

exciter and other equipment such as field breaker and 

synchronization circuit. 

 Require very less maintenance. 

 It does not have to be synchronized to the supply line as that 

of the synchronous generator. 

2.4.2 Single-Phase Power Generation 

In remote and rural areas, the population is sparsely 

distributed and most of the electrical loads are of single-phase 

type. Single-phase supply is suitable up to the load of 20 kW 

due to cost effectiveness of the distribution system. Also, load 

balancing becomes difficult in three-phase SEIG for small-

scale power generation. Single-phase induction motors can be 

operated as single-phase SEIG, but these are limited to small 

power outputs, i.e., up to 5 kW. Above this load, three-phase 

machines are cheaper, more readily available and have higher 

efficiency than equivalent sized single-phase machine. For 

these reasons, three-phase machines may be used for single-

phase power generation, the main schemes for single phase 

power generation using three-phase machine are as follows: 
1. C – 2C scheme for delta connected machine as shown in Figure 5. 

2. Csh – Cse configuration 

3. Cp – Cs scheme 

The power system as a whole runs on a single frequency 

and in order to maintain stability as well as efficiency the 

frequency of the system must remain constant at every point of 

time. The transients can occur at any stage of power system but 

when talk about frequency, load is one of the biggest driving 

factor which needs to be monitored. 

 
Figure 5: Connection of Self Exited Induction Generator of C–2C 

Scheme. 

When we talk of total change in electrical power of the 

system we consider both frequency independent sources and 

non-frequency sources. For resistive loads, such as lighting and 

heating loads, the electrical power is independent of frequency. 

But for motor loads and other variable loads, such as fans and 

pumps, electrical power change with frequency due to change 

in motor speeds. Thus the concept of non sensitive and 

sensitive frequency loads arise.  

2.4.3 Classification of Induction Generators: 

Depending upon the prime movers used and their locations, 

generating schemes can be broadly classified as under 
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 Constant speed constant frequency [CSCF] :  

In Constant speed constant frequency scheme, by 

continuously adjusting the blade pitch and/or generator 

characteristics the prime mover speed is made constant. At a 

slip of 1% to 5% above the synchronous speed, an induction 

generator can operate on an infinite bus bar. Induction 

generators have many advantages like they are easier to 

operate, control, maintain, and do not have any 

synchronization problems. 

 Variable speed constant frequency [VSCF]:  

The variable-speed operation of wind electric system yields 

higher output for both low and high wind speeds. This results 

in higher annual energy yields per rated installed capacity. 

Both horizontal and vertical axis wind turbines exhibit this 

gain under variable-speed operation.  

 Variable-Speed Variable Frequency [VSVF]:  

The performance of synchronous generators can be affected 

with variable prime mover speed. For variable speed 

corresponding to the changing derived speed, SEIG can be 

conveniently used for resistive heating loads, which are 

essentially frequency insensitive. This scheme is gaining 

importance for stand-alone wind power applications. 

3. Implementation  

3.1. Implementation Process  

The Ethernet control systems presented in this paper is to 

control output voltage of Self Excited Induction generator 

(SEIG). In order to achieve the objectives, the establishment of 

the communication between PLC and LabVIEW is crucial as 

LabVIEW is 3rd party software using OPC server. Thus, the 

implementation used LabVIEW to perform the start and stop 

operation of the prime mover, either in forward or reverse 

direction, and varying the speed by changing the frequency of 

the motor using Micromaster 420inverterand connect or 

disconnect anelectrical load to output terminal of Induction 

generator. However, this system is also a supervisory control 

and data acquisition (SCADA) since there is practical data 

measurement acquire from the actual output of the system , this 

feedback is the output voltage of the SEIG and the actual speed 

that can be read from the tachogenerator install at the same 

shaft.  

3.2 PID controller 

One of the control system strategies to dominate like this 

close loop system is PID "Proportional-Integral-Derivative" 

controller to achieve the objectives parameters, to tune the 

controller parameters Kp, Ti, and Td. The PID control algorithm 

is a robust and simple algorithm that is widely used in the 

industry. The algorithm has sufficient flexibility to yield 

excellent results in a wide variety of applications and has been 

one of the main reasons for the continued use over the years [23, 

24]. 

However, it is difficult to design when the accurate model of 

plant is complicated or the environment of the load on the plant 

is variable. So there is no PID hardware were designed and 

implemented, in this paper,the PID controller of control design 

and simulation toolbox of LabVIEW is used, abasic PID loop 

controller structure is shown in Figure 6. 

 
Figure 6:Basic PID loop controller structure. 

Proportional action is the controller gain times the error, the 

PID VIs express the proportional component in terms of 

controller gain. In integral action (Trapezoidal Integration) 

there are several options for discreteizing integral action, such 

as forward difference, backward difference, and trapezoidal 

approximation, which is also known as Tustin or Bilinear 

transformation. The PID VIs use trapezoidal integration to 

avoid sharp changes in integral action when there is a sudden 

change in PV or SP. Abrupt changes in SP can generate bumps 

to the output of the controller as a result of applying derivative 

action to the error e. These bumps are referred to as derivative 

kick. To avoid derivative kick, you can apply derivative action 

to the PV only, and not to the error e . Controller output is the 

summation of the proportional, integral, and derivative action, 

as shown inFigure 6. 

The loop-cycle time, or interval in seconds, at which this 

VI is called this VI calculates the time since it was last called 

using an internal timer with 1 ms resolution. 

The system has three-layer network architecture illustrated 

in Figure 7. As illustrated in Figure 8, user gets the authority to 

control through the host computer, which is a laptop.  

 
Figure 7: Three layer network architecture. 

 
Figure 8:Actualnetworkconfiguration. 

3.3. Implementation of VI Design 

The objective of the VI program is to allow user to make 

the decision of the start and stop operation of the prime mover, 

either in forward or reverse direction, and varying the speed by 

lvpid.chm::/PIDTitle.html
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changing the frequency of the motor, by perform two simple 

step. Firstly select the turning direction by press the push 

button in the VI Front Panel, which is either forward or 

reverse. Secondly, vary the speed by turning the Frequency 

slider to the value of the frequency that the user desire. Figure9 

illustrates the V I Front Panel of the LabVIEW project. 

 

 
Figure 9. VI front panel of the project. 

Before running the VI, make sure all the hardware have 

been switched on and configured correctly, and launch the NI 

OPC Quick Client so that the OPC tags can be browsed by the 

shared variables in this VI. There are 7 OPC tags was created 

and used in the implementation, and the details of the tags have 

been tabulated in Table 1. 

Table 1. The details of OPC tags and its PLC Addresses. 

OPC Tags PLC Addresses Data type Description 

Dirc M60.0 Bool To Change the Direction 

load100 M60.1 Bool To Switch Load 100 Watt 

Load60 M60.2 Bool To Switch Load 100 Watt 

On/Off DB1.DBX8.2 Bool 
To Switch On/Off Prime 

Mover 

speed tacho MD18 Double word Measure the Actual Speed 

Vmeas IW290 word 
Measure the Actual Output 

Voltage 

vout DB1.DBW0 word Control Voltage of the Inverter 

By referring to Figure 9, the Power switch is to switch the 

prime mover on and off and the direction of rotation switch is 

turning in forward direction and backward direction. The 

sliderlabeled as “Speed RPM” is the key program to control 

the frequency as well as the speed of the motor. The PID gains 

can be adjusted by tuning the proportional gainKpintegral time 

Tiand derivative time. The upper waveform chart for data 

logging of set point speed and the actual speed of the generator 

via Tachogenerator and the output voltage of the generator is 

plotted in the lower waveform chart. 

Figure 10 and Figure 11 illustrate the Time response of the 

speed and the output voltage when the PID controller gains are 

Kp =1.0, Ti =0.0015 min., Td=0.001 min. after applied a 

resistive load of 60 watts and 100 watts respectively. 

 
Figure 10: Time response of the speed and the output voltage 

when the PID controller gains are Kp=1.0,Ti=0.0015 min., 

Td=0.001 min. after a resistive load of 60 watt is applied. 
 

 
Figure 11: Time response of the speed and the output voltage 

when the PID controller gains are Kp=1.0,Ti=0.0015 min., 

Td=0.001 min. after a resistive load of 100 watt is applied. 
 

The time response of the speed and the output voltage when 

the generator is regulated the PID controller gains are Kp =1.0, 

Ti =0.0015 min., Td=0.001 min. for deactivate and Activate the 

PID controller while startup are shown in Figure 12 and Figure 

13 respectively. 

 
Figure 12: Effect of PID Controller When Activated. 
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Figure13: Effect of PID Controller When Starting up. 

4. Testing and Verification 

After the implementation, test is performed in order to 

verify that the system is working smoothly. Figure 14 shows 

the front view of the system. Figure 15 shows the PLC 

Ethernet Module light indicators that light up when the project 

VI is executing. 

 
Figure 14. Shows the Front View of the System. 

 
Figure 15. PLC Ethernet module light indicator status. 

5. Conclusions  

The objective, scope and fundamental requirements of the 

project had been achieved. A major system design requirement 

for Networked Control Systems (NCSs) is to meet real-time 

delay requirementfor sensors, controllers and actuators. 

Different protocols were purposed to maintain requirements of 

speedand correctness such as Controller Area Network (CAN) 

and PROFlBUS. ETHERNET in NCS is now one of themost 

widespread and low cost protocols available. the time response 

of the controller used Ethernet protocol was encouraging, there 

is no considerable end-to-end time delay during the execution, 

the scan rate of OPC server and the loop-cycle time, in VI is 10 

ms, when the project VI is executing by Laptop (Intel(R) 

Core(TM) i7-2670QM-CPU@2.20 GHz and 8Gb RAM and 

integration time of the PID controller was 0.15 second. 

From the operation of an induction machine under 

standalone generating mode and a generating scheme for 

constant voltage and variable frequency by a proportional gain 

control technique. A laboratory test is performed where the 

induction machine is controlled as a self excited induction 

generator. The effect of rotor speed is observed. From the 

experimentation, it is confirmed that as the rotor speed is 

increased at a particular speed, voltage builds up faster and the 

magnitude of voltage increases due to availability of more 

VAR. But frequency remains constant. As the speed increases 

at a fixed capacitance, both magnitude and frequency of 

generated voltage increases, self excited induction generator C-

2C scheme used with the alternative energy sources, such as 

windmills or with energy recovery systems in the industrial 

processes. They are also used to supply additional power to a 

load in a remote area that is being supplied by a weak 

transmission line. 

In overall, choosing LabVIEW as the human machine 

interface (HMI) for the implementation is a proper decision as 

it has various types of applications and functions that are easy 

to understand and use. Additionally, this approach is more 

economical as the objectives of the system implementation 

have been achieved with only basic functionality of the 

LabVIEW toolkits used, which are shared variables and NI 

OPC Servers.  

The CPU processing time ofSiemens S7 300 series PLC 

was able to meet the required time constraints, and the control 

unit is easy to install and setup. Both hardware and software 

configuration can be easily done. It can carry out additional 

functions by simply add more units with various functions, like 

the digital/analog modules or Ethernet units.  
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APPENDIX-A 

3  induction motor(Prime mover) parameters: 

Connection 
Rated 

Voltage 

Rated 

power 

Full load 

current 

Motor 

speed 

YY 400V 0.6kW 1.6A 2760 rpm 

Δ 400V 0.45kW 1.5A 1320 rpm 

 

3  induction generator parameters: 

Connection 
Rated 

Voltage 

Rated 

power 

Full load 

current 

Motor 

speed 

Y 220V 0.37kW 1.85A 1395 rpm 

Δ 380V 0.37kW 1.1A 1395 rpm 
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1. Introduction 

Water is the source and continuity of life. Water supply in 
developing countries has a major role in agriculture and 
industries. Elzawia city located at the sea costa –Libya as 
Figure.1. Libya is located greatly in the dry or semi-dry climatic 
conditions and shortage of water, the extraction and use of 
groundwater has been the main of water supply in the country. 
Vast increase in the utilization of underground water resources 
has led to an annual decline of groundwater table, which has been 
growing in the past two decades. Excessive extraction of 
groundwater resources in dropped down changes its quality. So it 
is necessary to measure it to manage the decision making entails 
a comprehensive project that should be provided based on the 
data and the maps from the surface of groundwater as well as 
zonation maps of the groundwater quality. Therefore, the more 
accurate maps result produced more essential role in the 
management because it is the basis for correct management and 
operation of groundwater extraction, assessment of the 
groundwater quality and quantity of zoning map changes [1, 3]. 
Much research has been done for underground water quality 
parameters, here are some studies in this field to be mentioned:  

Nemati et al. [2] they studied of Total Dissolved Solid (TDS) 
time series reported in their paper using local water quality 
parameters of Calcium (Ca), Chloride (Cl), Magnesium (Mg), 
Sodium (Na), Bicarbonate (HCO3), Sulfate (SO4), and water 
discharge (Q) for a set of recorded data in Simineh River at 
Dashband gauging station during 1993-2011. Also employed the 
Garson equation to assess the relative importance of the variables 
to determine appropriate input combinations. The ANNs with 
different numbers of neurons in the hidden layer were 
constructed, and model performance estimated by means of 
several indicators, including data sequence, scatter diagrams, and 
quantitative measures of RMSE, MAE, and R

2
. The modeling 

results indicated that reasonable prediction accuracy was 
achieved for the ANNs model. 

Moasheri et al. [1], in their study, spatial distribution of the 
parameter TDS with two models of Kriging and Kriging-ANN 

model was examined. The correlation coefficient for the model 
Kriging = 0.684 and for model Kriging-ANN was obtained = 
0.96 the results showed a significant superiority of the combined 
model Kriging-ANN. Besides the advantage prediction, it makes 
possible spatial to predict TDS distribution with access to 
parameters such as PH and EC. 

Moasheri et al. [3], they obtained results from their research 
showed that estimated parameters of quality spatial distribution 
of sodium, calcium and magnesium with the optimized 
combination method with genetic algorithm provided more 
accurate results than the geo-statistical method in kriging. Water 
quality parameters that could be used to estimate the unknown 
values it could be used in the estimation of spatial and temporal 
distribution of quality parameters of groundwater of Kashan 
plain.  

Sattari et al. [4], their research was motivated by determine an 
accurate and affordable method to predict EC and TDS; the 
research had demonstrated that TDS could be accurately 
predicted using only five parameters. Another motivation for the 
research was to evaluate suitability of data-mining algorithms to 
model relationships between parameters of the river water. The 
research had shown that the best scenario to estimate the TDS in 
water and EC involved a combination of the following 
parameters: Sodium, Mg, and Ca, Chloride, and Bicarbonate ion. 
The computational results showed no need to use the costly 
process of sampling hydro chemical parameters that affect river 
water quality. Rather, using fewer hydro chemical parameters 
had led to acceptable accuracy in estimating TDS and EC values.  

Kheradpisheha et al. [5], their study's results, using artificial 
neural network with the back-propagation algorithms for 
modeling qualitative parameters of groundwater,  such as Cl, EC, 
SO4, was accurate according to the chosen input parameters.  
They used back-propagation algorithm and obtained good results 
because they used a different water source or experienced the 
impact of other parameters. According to the highly expensive 
and time-consuming tests, these parameters could be modeled to 

 

AB STRAC T  

In this study Mathematical, and statistical methods to simulate an aquifer water quality parameters have been considered. It is necessary to measured water 

quality for groundwater zonation maps. Therefore, more accurate maps produced more essential role in the discussionmanagement. Water samples were 

collected from thirty wells at Elzawi city located around 45km west of Tripoli and analysed for water quality parameters including: EC(Electrical 

Conductivity), TDS(Total Dissolved Solids), Ca (Calcium), Mg (Magnesium), and pH using standard methods. The wells location andwater level at wells 

observed by Global positioning system (GPS) type Garmin GPS 12XL. An artificial neural network (ANN) models were investigated to predict the TDS in 

water of Elzawi city wells. The input variables were the wells longitude, latitude, EC, Ca, Mg, and pH while the TDS in water was the output. The 

Levenberg–Marquardt (LM) algorithm and Back propagation used for training of the feed forward ANN. The ANN models performance were compared 

using the coefficient of determination(E), mean absolute percentage error (MAPE %), and 95% confidence interval(CI95%).It has been a good agreement 

between actual data and the ANN outputs for training, validation and testing data sets at the forth model (ANN4) while based on all inputs . ANN4 model 

performed superior to the other models in predicting TDS with high E=0.94 and lowest MAPE= 5.6% and the result average within the range of observed 

95CI%. Also the ANN models could be successfully applied and provide high accuracy and reliability for water quality parameters forecasting. 

Keywords:Artificial Neural Networks, Total Dissolved Solid, Zawia city, Water Quality. 
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estimate their range, a quick and cost-effective method for 
management practices, especially in emergency situations. 

Salem and Alshergawi [6], studied the quality of groundwater 
of fifty one wells for drinking water from Alshati district and 
assessed for its suitability for drinking. Water samples were 
collected and analyzed for various physico-chemical parameters 
such as pH, Temperature (C°), Electrical Conductivity (EC), 
Total Hardness (TH), Total Dissolved Solids (TDS), Alkalinity 
(Alk), Chloride (Cl

-
), Iron (Fe

++
), Manganese (Mn

++
), Calcium 

(Ca
++

), Magnesium (Mg
++

), Nitrate (NO3
-
), Sodium (Na

+
), 

Potassium (K
+
), Sulphate (SO4

--
) and Phosphate (PO4

--
). The 

results revealed that some parameters of water samples were out 
of limit according to the WHO standards and Libyan standards 
for drinking water. The results shows rising of Fe

++
 and Mn

++
 in 

most of the wells studied, rising of Ca
++

 in water samples of wells 
of Al-Mansura and Abu-gadgud, rising of SO4

--
, TDS and EC in 

water samples of wells rising of Cl
-
 in water samples of Idri, 

Waanzarik, Taamasan, Al-Mansura and Al-kadra. NO3
-
 was also 

rising in water samples of wells of Mahruga and Bergen. 

Maedeh et al. [7], the results from their structures of different 
models of neural networks, was observed. The fifth model with 
least amount of data and, hence least number of tests to find out 
the different parameters, turns out to be the most cost-effective 
and involves lowest error, as regards TDS parameter prediction 
of Tehran groundwater, which in view of the inputs and the 
neural networks in models, the estimate thus obtained was 
remarkably and favorably high. In light of the model developed, 
a better future estimate and a more reliable forecast to enhance 
the quality and application of groundwater can be made via 
controlling the sulphide, chloride and sodium parameters in 
forecasting the TDS parameter. 

 Alshakel (2015), in his study some chemical analyses were 
carried out for about 30 samples of the Zawia city wells, to 
evaluation the concentration of total dissolved solids (TDS), Ca

+
, 

Mg
+
 Ions and the total hardiness. The results of these analyses 

indicated to high concentration of (TDS), Ca
+
, Mg

+
 Ions and the 

total hardiness in several samples .The source of these elements 
might from sea water intrusion because this area located beside 
the sea coast, or another source as sewage disposal. 

Electrical conductivity and total dissolved solids are 
considered as important parameters in determining quality of 
drinking and agricultural water because they directly represent 
total salt concentration in the water. Increases in these parameter 
values indicate a reduction in water quality. In this study, 
estimation of the TDS in about thirty pumping well located at 
Elzawi city- Libya, was studied using the ANNs. The input 
variables were the well longitude, latitude, EC, Ca, Mg, and pH 
while the TDS in water was the output. The Levenberg–
Marquardt (LM) algorithm was used to train ANN and back 
propagation used for the training of the feed forward ANN.  The 
ANNs models performance were compared using the coefficient 
of determination (E), mean absolute percentage error (MAPE %), 
and 95% confidence interval. 

2. Materials And Methodology 

2-1 Study Area: 

Elzawi city is located in around 45km west of Tripoli between 
North latitude 3244'53.160"N and East longitude 1243'23.160 see 
Figure. 1, and the population of it is about 186132. The average 
annual temperature in the region with 24.4 ºC, and the Annual 
rainfall 255 mm. 

2-2 Data Analysis  

A total of 30 water samples were collected from underground 

wells localities in El Zawia city the geographical location as 

longitude1243'41 to1244'74, latitude3246'25 to 3247'3. After 

collection, water samples were protected from direct sunlight and 

transported in a cooling box containing ice packs to the 

laboratory for analyses. Water samples were examined for 

physicochemical parameters (pH, Ec, Ca
2+

, Mg
2+

 and 

TDS).Different maxima, minima, averages and deviations of 

standard have been calculated, the correlation between them and 

well latitude - longitude also see Table-1. Finally, the models 

designed by neural networks to predict the TDS parameter with 

different input combination. Figures 2 to 5 present the histogram 

and map distribution of the (pH, Ec, Ca
2+

, Mg2
+
, TDS) for the 

wells. The values presented in Table-2 indicate that the TDS is 

highly correlated with EC, Mg and Ca. noted that also there is a 

good correlated between the TDS, Mg, Ca, PH and Ec with the 

location of wells presented as the latitude and longitude 

presented as the latitude and longitude. 

 
Fig. 1:Map showing El Zawia city and the places where the 

wells collected. 

Table-1.Statistical Analysis of Field Measurement, El Zawia 

City Wells. 

Variable Mean StDev Minimum Maximum 

latitude 32.46 0.00312 32.461 32.473 

longitude 12.43 0.00513 12.429 12.447 

Mg2+ ppm 443.70 262.4 70.8 1318 

Ca2+ ppm 504.3 207.4 140 1050 

Ec Mc/cm 3040 1201 685 5905 

PH 7.05 0.1874 6.68 7.44 

TDs ppm 2049 1000 446 4900 

 

Table-2.The correlation coefficient of Field Measurement, 

El Zawia City Wells 

 
latitude longitude Ec PH Mg

2+
 Ca

2+
 

longitude 0.598      

Ec 0.528 0.313     

PH -0.141 -0.249 -0.506    

Mg2+ 0.612 0.277 0.906 -0.356   

Ca2+ 0.324 0.045 0.873 -0.369 0.836  

TDs 0.524 0.228 0.932 -0.475 0.878 0.8

4 
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Fig.2: Histogram of Ec Mc/cm, Ca ppm, Mg ppm, and TDS ppm, 

El Zawia City Wells. 

 
Fig.3:Histogram of the (PH)El Zawia City Wells. 

 
Fig.4:Map distribution of Ec Mc/cm and PH El Zawia City 

Wells. 

 
Fig.5. Map distribution of Mg

+2
 ppm and Ca

+2
ppm, El Zawia 

City Wells. 

 

 
Fig.6:Map distribution ofTDS ppm, El Zawia City Wells. 

3. Study Methodology 

Artificial Neural Networks (ANN), are a form of computing 
inspired by the functioning of the brain and nervous system. 
Neural networks consist of a set of neurons or nodes arranged in 
layers, and in the case weighted inputs are used, these nodes 
provide suitable inputs by conversion functions. Each neuron in a 
layer is connected to all the neurons of the next layer but without 
any interconnection among the neurons in the same layer. The 
weight learned for each neuron in ANNs model remains internal, 
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and therefore, their associations with physical systems are often 
overlooked (Nemati, 2014). 

The feed forward ANN has been adopted in many 
environmental modeling studies because of its applicability to a 
variety of different problems. Noted that more than one hidden 
layer may require in feed forward networks because a three-layer 
network can generate arbitrarily complex decision regions. Also, 
the appropriate input vector to the ANN model can be identified 
according to the procedure of the modeler. Back propagation is 
the most popular algorithm used for the training of the feed 
forward ANN.  An objective function that considers both the 
ANN’s structure and error, minimizes a linear combination of the 
resulting ANN’s squared errors, weights, and biases in order to 
develop a less complex model at the end of training the resulting 
network has good generalization qualities.  

The Levenberg–Marquardt (LM) training algorithm is a trust 
region based method with a hyper-spherical trust region. This 
algorithm was implemented in this study using the Neural 
Network Toolbox of MATLAB, an example of developed 
structure of ANN with 6 inputs see in Figure 7. 

 
Fig.7: Developed Structure of ANN with 6 inputs. 

In this study, several statistical parameters were used to 
evaluate the performance of predicted models, which were given 
by the following relations: 

1- Mean absolute percentage error (MAPE %) 

 

2- 95% confidence limit (95CI%):Standard error of the mean is 

given as;  

The quantity (TDS. - µ) / Sx has a t-distribution with n-1  
degrees of freedom, And for 95% confidence limit 

 2 

The value on the left side of the inequality yields the lower 
limit, and on the right side yields the upper limit for the mean 

3- E, Coefficient of Determination 

 

Where: 

n= number of data, 

TDS.obs.= observed value, 

TDS.pre.= predicted value, 

S = standard deviation, and 

 

A better fit, with zero indicating MAPE% and high value of E.  
Coefficient of determination(E = 0 to 1) is calculated on the basis 
of the relationship between the predicted and observed mean 
deviations and it can show the correlation between the predicted 
and observed data. E is better suited to evaluate model than the 
square root of the correlation coefficient between the predicted 
and observed value (R

2
).The probability of procedure produces 

an interval that contains the actual true parameter value is known 
as the Confidence Level and is generally chosen to be 95CI%. So 
the model if have a good performance well produce a results 
within the range of 95CI% of the mean observed data. The 
models are used to generate data which conserve the main 
statistical characteristics of the historical data. This is verified 
through comparing values of mean, of generated data with those 
of historical data. 

4. Estimate the spatial distribution TDS by artificial neural 
networks  

In this study, the water quality data of 30 wells located at El 
Zawia city were used. Concentrations of the parameters have 
been measured, and record consists of 5 parameters including: 
(Ca), (Mg), PH, (EC), and (TDS). In order to develop ANN 
models for prediction TDS, the data were divided into two 
groups randomly: training data, accounting for 70 percent and 
testing and validation data, making up 30 percent of the total 
data. The ANN models were trained using Bayesian 
Regularization (BR) and Levenberg–Marquardt (LM) algorithms. 
In ANN models the number of neurons in the hidden layer were 
found by a trial and error procedure. The activation functions 
used for the hidden and output layers were the ‘logsig’ and 
‘purelin’ functions, respectively. Table- 3 showing the structure 
of ANN models according to the input combinations, moreover 
the models were improved by the accuracy with respect to 
MAPE%, E, and CI 95%.  ANN (6, 20, 1) model indicates model 
having 6, 20 and 1 for the input, hidden and output layer, 
respectively and the data divided in to (20 values for model 
training, 5 values for model validation, and 5 values for model 
testing). Over all ANN models showing best prediction for all 
input combination in both test and validation periods. Figure 8 
presented the comparison between the predicted and observed 
TDS data.  The best architecture was obtained for ANN TDS 
models (ANN-4) had been selected based on minimum value of 
MAPE% and maximum value of E. The output from the best 
selected architecture for the ANN-4 model was validated using 
the testing data set. The objective of the validation process is to 
investigate the ability of the model to work with an independent 
data series that have not been used in training of the evaporation 
model. 

Looking into the models, it is found out that, forecasting the 
TDS parameter in the first and second models have a greater 
magnitude of error, as they have fewer input parameters. 
Therefore, this indicated the inefficiency of the simulating and 
training algorithms. In the third and the fourth models the error 
declines as the simulating and training algorithms were kept 
constant. It was also revealed that error dwindles to its minimum 
as the number of input neurons decreased and an extra layer was 
built into the fourth model. By contrast, the third and fourth 
model, consisting of 4 and 6 parameters, respectively result in 
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acceptable error. Figurer 8 the distribution of the observed data 
(the vertical axis) and the predicted data (the horizontal axis) in 
the testing and training stage of the all models. It should be noted 
that the closer the data get to a one –to-one diagram, the more 
reliably the model evaluates the TDS proportion. 

An examination of figure 8 shows that the sensitivity of 
different parameters in predicting the neural network of the four 
models was observed for (Ca), (Mg), (EC) parameters, and the 

latitude, longitude respectively. It goes through the Ec, latitude, 
and longitude of the wells, played a good pronounced role in 
predictions for TDS. 

The spatial distribution of the parameter TDS with the ANN 
model was examined. The results show a significant superiority 
of the combined model ANN to the well latitude, longitude.  The 
advantage prediction, it makes possible to predict spatially TDS 
distribution with access to other parameters such as EC. 

 

Table-3. Error statistics for input combinations using ANN models in test and validation stage. 

Input 

combinations 

ANN Model 

architecture 
MPE% E 

The average 

Predicted 

TDS. ppm 

95% CI 

Observed 

TDS. ppm 

Mg2+ ppm Ca2+ ppm 
 

ANN1 

(2,20,1) 
17.6 0.88 1989.95 

1675.6 –2422.5 

PH Mg2+ ppm Ca2+ ppm  
ANN 2 

(3,20,1) 
19.5 0.83 2080.44 

Ec Mc/cm PH 

Mg2+ 

ppm 

Ca2+ 

ppm 
 

ANN3 

(4,20,1) 
7.7 0.94 2098.10 

Latitude Longitude EcMc/cm 

PH Mg2+ppm Ca2+ppm 
 

ANN 4 

(7,20,1) 
5.6 0.94 2028.97 

 

 

Fig.8: The observed and estimated TDS using ANN at El 

Zawia City Wells. 

 

Fig.9:Map distribution ofpredicted TDS ANN4 El Zawia City 
Wells. 

5. Conclusion 

In this study, estimation of the TDS in thirty pumping well 
located at Elzawi city- Libya, was studied using the ANN 
models. The input variables were the well longitude, latitude, 
EC, Ca, Mg, and pH while the TDS the output. The 
Levenberg–Marquardt (LM) algorithm was used to train ANN 
and back propagation used for the training of the feed forward 
ANN.  The ANN models performance were compared using 
the coefficient of determination (E), mean absolute percentage 
error (MAPE %), and 95% confidence interval.  

The sensitivity of different parameters in predicting the 
neural network of the four models was observed for Ca, Mg, 
EC parameters, and the latitude, longitude respectively. It goes 
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through the Ec, latitude, longitude of the wells, played a good 
pronounced role in predictions for TDS. 

The models designed by neural networks to predict the 
TDS parameter with different input combination. There is a 
good correlation between the TDS, Mg, Ca, PH and Ec with 
the location of wells presented as the latitude and longitude.  

ANN4 model performed superior to the other models in 
predicting TDS with high E=0.94 and lowest MAPE= 5.6% 
and have predicted mean within the range of observed 95CI%. 

The results show a significant superiority of the combined 
model ANN of the well latitude, longitude.  Besides the 
advantage prediction, it makes possible spatially prediction of 
TDS distribution with access to other parameters such as EC. 
This is a quick and cost-effective method for management 
practices, especially in emergency situations and makes. 
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