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Preface

The First Issue of Volume 38, 2025 
	 Announcement: Publication of Research Papers in the Thirty-Eighth Issue 

(First Edition), Released in June 2025

	 The Editor-in-Chief and esteemed members of the Editorial Board of the 

Scientific Journal of University of Benghazi (SJUOB) are pleased to announce 

that the journal’s thirty-eighth issue, first edition, was published in June 2025.

	 This issue featured a diverse selection of high-quality scientific research 

papers across various fields and disciplines. The published works demonstrated 

scholarly excellence and innovation, reflecting the dedication of our researchers to 

advancing knowledge and supporting scientific progress at Benghazi University.

	 We believe that the research included in this issue will make a significant 

contribution to the university’s ongoing pursuit of academic excellence and will 

serve as an important resource for scholars, students, and the broader scientific 

community.

	 May Allah grant us continued success and guide our efforts to raise the 

standards of scientific research at our university.

Sincerely,

The Editor-in-Chief and Editorial Board

The Scientific Journal of University of Benghazi (SJUOB)
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The Impact of English Cartoons on Children’s English Language 
Development: A Case Study
Nisreen Salah Elfeitouri 1*

1 Department of English, Faculty of Languages, University of Benghazi.
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ABSTRACT
	 Cartoons can teach children a vast amount of information and valu-
able life lessons in an entertaining and engaging manner. Cartoons can also 
help children acquire various skills, like collaboration, negotiating, critical 
thinking, and problem-solving. In addition, cartoon-viewing has been in-
creasingly linked with children’s language development and improvement. 
Accordingly, this study examined the impact of watching English cartoons 
on children’s English language acquisition in the Libyan setting. Case study 
research was conducted, which involved three years of direct observation 
of a two-year-old Libyan girl. The data analysis and results revealed that a 
purposeful and consistent approach to watching English cartoons can lead 
to remarkable English language learning outcomes. Specifically, the child in 
this study demonstrated notable English language development across vari-
ous areas, including vocabulary, grammar, sentence structure, pronunciation, 
comprehension, production, and emotional expression. The findings of this 
study shed light on the benefits of following a systematic approach to us-
ing English language media-based content as an innovative and motivating 
method for English language teaching and learning in the Libyan home envi-
ronment and Libyan English language learning classroom.    
KEYWORDS: English cartoons, environment, innate abilities, interaction, 
language acquisition..  

*Corresponding Author: Nisreen Salah Elfeitouri.
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1.INTRODUCTION

	 Language development is a dynam-

ic and intricate process that involves several 

skills, such as comprehension and production. 

Yet, remarkably, this process often takes place 

relatively quickly and effortlessly for children 

acquiring their first language everywhere in 

the world and in very similar developmental 

stages (1, 2).   This fascinating phenomenon of 

first language acquisition has garnered con-

siderable attention from scholars and led to the 

development of several explanatory language 

acquisition theories, such as behaviourist, na-

tivist, innatist, and interactionist theories. 

	 The behaviorist view, developed by 

B. F. Skinner, postulates that children acquire 

their first language by imitating the language 

they hear in their environment (e.g., from their 

parents) (3). On the other hand, the nativist per-

spective, proposed by Noam Chomsky, chal-

lenges the behaviourist view that language 

results from habit formation based on envi-

ronmental exposure. Conversely, the nativist 

view argues that humans are born with natural 

abilities for language acquisition (3). Notably, 

the interactionist viewpoint, established by 

Berko Gleason, highlights the multifaceted 

nature of language acquisition and suggests 

that it is influenced by three interconnected 

factors: (1) exposure to the surrounding en-

vironment, (2) a child’s inherent abilities, and 

(3) social interaction. Thus, in addition to the 

first two perspectives put forth by the behav-

iorist and nativist theories, the interactionist 

perspective underscores the role of social en-

gagement in language development (3).

	 The early years of a child’s life 

(i.e., preschool) represent a sensitive mile-

stone in language development. Specifical-

ly, language production begins in the first 

six months with cooing and progresses to 

babbling in the latter half of the first year. 

Between 12 and 24 months, most children 

articulate their first recognizable word. This 

stage is known as the holophrastic (one-word) 

stage, where children use words to represent 

entire thoughts (e.g., saying “milk” to com-

municate “I want milk”). From 2 to 5 years 

of age, children rapidly expand their vocab-

ulary and begin stringing words together into 

simple sentences. Early speech takes place at 

about two years old and is often described as 

“telegraphic”, which lacks many grammati-

cal elements, such as bound morphemes and 

function words, but still follows correct word 

order (2, 4).
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	 By the age of three, children have 

established the grammatical framework of 

their native language. Their sentences be-

come longer and more complex as they begin 

using auxiliaries, copulas, modals, negatives, 

and early syntactic movements. Around this 

time, children also try to form questions and 

produce complex sentences with multiple 

verbs or clauses, including relative clauses (2). 

By the age of four, children typically master 

the basic structures of their native language, 

enabling them to ask questions, give com-

mands, recount real events, and even invent 

stories- all while mostly using correct gram-

mar. As they join pre-school, children contin-

ue to refine their English language skills (4). 

	 The process of first language acqui-

sition is theoretically complex; however, it oc-

curs effortlessly and instinctively for children. 

Consequently, there is a common agreement 

that early childhood is the best time to learn 

foreign languages because young children are 

more receptive and their language abilities de-

velop most quickly and efficiently during this 

age (5). This stage also provides optimal condi-

tions for simultaneous bilingualism, allowing 

children exposed to two languages to acquire 

both as native tongues (4, 6).

	 Moreover, Krashen (5) posits that 

language learning is most effective when 

learners are immersed in engaging, meaning-

ful, and understandable content within a re-

laxed environment. According to Krashen (5), 

a fun and stimulating learning context reduces 

the “affective filter”, which represents emo-

tional obstacles such as anxiety or boredom 

that can impede language acquisition. In other 

words, the success of language learning can 

be directly influenced by eliminating negative 

feelings and providing a comfortable and en-

gaging environment for learners (5). 

	 In this respect, the role of media, 

particularly cartoons, has been extensively 

studied in relation to children’s language ex-

posure.  It has been noted that cartoons pro-

vide authentic input for presenting language 

in an amusing manner. Furthermore, various 

children’s shows purposefully focus on using 

simplified and repeated language to facilitate 

language acquisition. Also, many shows fea-

ture interactive content that requires children 

to interact and cooperate with the characters, 

which promotes their understanding and re-

sponse skills (7). 

	 On the other hand, the investigation 

into the impact of cartoons on children’s lan-
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guage development has yielded mixed find-

ings. Some studies revealed no notable influ-

ence of cartoons on children’s language (8.9), 

whereas other studies stressed that the bene-

fits of cartoon viewing are largely determined 

by their content. For example, cartoons, such 

as Dora the Explorer, encourage children to 

respond to verbal cues and interact with char-

acters. The interactive nature of these cartoons 

has been linked to enhanced vocabulary, com-

prehension, cognitive skills, and the ability to 

follow instructions. Conversely, exposure to 

non-educational or inappropriate content has 

been associated with poorer language out-

comes (7). 

	 Notably, some scholars (2, 10) high-

lighted that television alone cannot lead to 

language acquisition and that interactive 

conversations between adults and children 

are crucial for language development. Con-

versely, other researchers (11-14) have observed 

significant positive impacts from cartoon 

viewing on children’s English as a second lan-

guage development across various areas, such 

as vocabulary, pronunciation, syntax, and so 

on, even in the absence of interactive support 

in the child’s environment. It is important to 

note that these studies have been conducted in 

different contexts: Saudi Arabia (11), Lithuania 

(12), West Africa (13), and the Philippines (14), re-

spectively. 

	 Despite garnering considerable at-

tention worldwide, the influence of cartoons 

on children’s English language development 

has been given little attention in the Libyan 

context. Markedly, despite English holding a 

significant status in Libya, learning it remains 

challenging, as many Libyan learners report 

poor proficiency levels. As a result, there have 

been constant appeals for further research that 

explores innovative approaches to address 

this issue (15-17). 

	 Accordingly, this study aimed to ad-

dress this gap by investigating how television 

exposure at an early age influences English 

language acquisition among Libyan children. 

In particular, this research examined the im-

pact of English cartoons on Libyan children’s 

English language development. The rationale 

behind the research objective was to elicit 

and provide insights for enhancing English 

language learning and teaching approaches in 

Libya. 

2.MATERIALS AND METHODS

	 To achieve the aims of this study and 

examine the impact of watching English car-
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toons on children’s language acquisition, case 

study research was conducted. A case study 

is a research approach that observes the topic 

under investigation in its natural environment. 

It is often employed when the aim is to study 

people, organizations, and programs closely 

and in-depth (18).  The rationale for selecting 

this research approach for this study was that 

it was crucial to observe a child’s language 

growth and improvement thoroughly and me-

ticulously within the child’s real environment 

(i.e., home) to ensure the depth and credibility 

of the research findings. 

	 This case study was conducted on 

Sama, a two-year-old Libyan girl. Sama lives 

in Benghazi, Libya, with her family of four, 

including her father, mother, and six-year-old 

sister.  The main language spoken in Sama’s 

home environment by all her family members 

is Arabic. This case study examined the im-

pact of consistently exposing Sama to English 

cartoons.  

	 The selection of Sama as the subject 

of this case study was based on two factors: 

(1) Sama was two at the beginning of this 

study, which is commonly considered an ideal 

age for observing and analysing the effect of 

exposure to a new language, and (2) the fact 

that Sama had not joined school yet ensured 

that there were no other factors (e.g., interven-

tion from school) that could affect the trust-

worthiness of the findings. 

	 Sama’s English language develop-

ment was documented for three years, starting 

when she was two years old and continuing 

until she turned five. During this time, she 

was exposed daily to English cartoons for 

three distinct hours. The data collection meth-

ods included systematic observations, de-

tailed written records of produced utterances, 

and video and audio recordings. These data 

were gathered monthly throughout the study 

period. 

	 The data analysis process involved 

examining the written records and convert-

ing the data in the videos and recordings to 

transcription to facilitate the analysis process. 

Subsequently, the data were analysed using 

pre-established criteria by the researcher: 

vocabulary, grammar and sentence structure, 

pronunciation, understanding and responding, 

and expressing emotions. 

	 The researcher of this study was Sa-

ma’s mother, an English language instructor 

and researcher, who actively observed and 

recorded Sama’s language progress. Sama’s 
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mother is proficient in the English language. 

Nonetheless, it is worth noting that she pos-

sesses a neutral, non-native English accent.  

Moreover, it is crucial to clarify that the main 

language used at Sama’s home was Arabic, 

which was spoken by Sama’s father, moth-

er, and sister. At the beginning of the study, 

Sama’s mother only spoke Arabic with her. 

However, when English began to emerge in 

Sama’s utterances (shortly after a month of 

Sama’s exposure to cartoons), Sama’s mother 

started to use English occasionally to interact 

with her and respond to her English utteranc-

es. In particular, Sama’s mother alternated be-

tween English and Arabic, addressing Sama 

following the language used by her.

	 As a researcher, conducting a case 

study on a family member (her daughter) had 

both advantages and disadvantages. As for 

the advantages, the researcher had constant 

access to the child, which made it easier to 

collect data consistently and without inter-

ruptions. Moreover, the researcher was able 

to gather detailed and real-time observations, 

which could not be easily obtained in external 

studies. Also, the child remained in a familiar 

setting, which reduced observer effects. 

	 On the other hand, bias and subjec-

tivity were among the disadvantages threat-

ening the credibility of this study.  That is to 

say, as the child’s mother, the researcher could 

have unconscious biases that influence data 

collection and interpretation. To overcome 

these disadvantages, the researcher sought 

external validation, involving three other re-

searchers in observing Sama and reviewing 

the collected data and the analysis process. 

3-Types of Cartoons Sama has Viewed 

	 Sama’s exposure to television was 

purposely focused on educational cartoons 

that involved straightforward language, nar-

ration, interaction, and repetitive activities. 

These cartoons were originally created to 

develop, enhance, and reinforce kids’ vocab-

ulary, comprehension, and conversational 

abilities in an entertaining and approachable 

manner. It is important to highlight that all the 

programs Sama viewed featured an American 

accent. The intention behind concentrating on 

a single accent was to investigate whether she 

would adopt that particular accent.

	 Particularly, Sama watched a va-

riety of English cartoons, such as Sofia the 

First, Goldilocks and the Three Bears, Fancy 

Nancy, and so on. However, there were four 

shows that the researcher focused on expos-
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ing Sama to regularly because they were 

highly instructive and communicative. These 

were: Barney & Friends, Dora the Explorer, 

Doc McStuffins, and Mickey Mouse Club-

house.  The following is a brief description of 

the key focus in each of these shows.

1.Barney & Friends is a non-animated se-

ries in which Barney, a purple dinosaur, and 

his friends play games and sing songs while 

teaching things like colours, shapes, numbers, 

and important concepts, such as friendship, 

honesty, etc. Barney uses a lot of songs that 

employ repetition to teach new words. For 

instance, the song “If You’re Happy and You 

Know It” teaches kids action phrases like 

shout, clap, and stomp. Additional examples 

of vocabulary used in Barney & Friends in-

clude common verbs like dance, sing, and 

play, and simple nouns like ball, flower, and 

tree.

2.Dora the Explorer is an animated series in 

which Dora, the main character, invites view-

ers to join her in various types of adventures 

that include problem-solving and exploration. 

The language used by Dora often includes 

questions that require interaction and response 

from the viewers. For instance, she frequent-

ly employs phrases such as “Can you find 

the...?” and “Let’s go to the...,” and uses ba-

sic nouns, verbs, and prepositions. Examples 

of vocabulary featured in Dora the Explorer 

include common items such as a backpack, 

map, mountain, and treasure, and actions like 

go, look, help, and find. 

3.In the cartoon, Doc McStuffins, a young 

girl, Doc McStuffins, works in collaboration 

with her animal friends to “fix/treat” toys. 

Through her interactions with toy patients, 

Doc and her friends introduce basic medical 

concepts and highlight medical vocabulary 

using terms such as “check-up”, “diagnosis”, 

“stethoscope”, “bandage”, and “temperature”. 

Additionally, the show emphasizes the value 

of empathy and kindness by frequently using 

verbs like “help”, “comfort”, and “care”.

4.The animated program, Mickey Mouse 

Clubhouse, revolves around Mickey and his 

interactive adventures that encourage early 

problem-solving skills. In each episode, a 

problem is introduced by Mickey, who invites 

viewers to join him to solve the day’s chal-

lenge. Mickey asks guiding questions during 

the episode to lead the viewers to answer the 

problem.  The language in Mickey Mouse 

Clubhouse is simple and repetitive.  It of-

ten uses clear, straightforward questions and 
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prompts to engage the audience, such as “Can 

you help me find the...?” or “What tool do we 

need?”.

4.RESULTS 

	 The analysis of Sama’s English 

language growth over the three years of this 

case study revealed significant transitions and 

improvements. To facilitate the analysis and 

presentation of the results, the researcher cate-

gorized Sama’s development during the three 

years into five key areas: vocabulary, gram-

mar and sentence structure, pronunciation, 

understanding and responding, and express-

ing emotions. It is noteworthy that during this 

study, Sama continued to acquire the Arabic 

language and use it in her home setting with 

her family members. 

4.1.Vocabulary 

	 This section focuses on Sama’s 

vocabulary development and use during the 

three years.

1-At ages 2 to 3

	 Sama acquired a small amount of 

vocabulary, mostly nouns referring to objects 

in her immediate environment, such as com-

mon household items (e.g., “cups”, “books”, 

“balls”, and familiar actions or daily activities 

like “running”, “jumping”, and “playing”. 

2-At ages 3 to 4

	 Sama’s vocabulary expanded con-

siderably. It consisted of more nouns, verbs, 

and simple adjectives. For example, she ac-

quired exploration-related vocabulary (e.g., 

backpack, bridge, treasure, map), verbs (e.g., 

climb, swim), adjectives (e.g., big, red), and 

medical care terms (e.g., doctor, diagno-

sis, check-up, stethoscope). Moreover, she 

showed correct and meaningful use of this 

vocabulary during her daily playtime and in-

teractions. 

3-At ages 4 to 5

	 Sama’s vocabulary became more 

advanced and involved references to abstract 

concepts. For instance, it involved terms that 

describe time (e.g., yesterday, tomorrow, lat-

er), and adjectives that describe feelings (e.g., 

excited, scared, tired). In addition, she could 

use more complex noun phrases to describe 

something (e.g., the tall, blue building). 

4.2.Grammar and Sentence Structure

	 This section highlights Sama’s lan-

guage growth in sentence building and struc-

ture over the three years of the study. 

1-At ages 2 to 3 

	 Initially, Sama’s sentences consisted 

of two-word phrases, which seemed to be ac-
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quired as chunks. Examples of these phrases 

were “mommy go” or “more juice”. At this 

phase, Sama’s utterances lacked functional 

words like articles, prepositions, or auxilia-

ries. By three years old, Sama began to utter 

three-word and longer phrases, which consist-

ed of subject, verb, and object (e.g., “Daddy 

eat cookie”). Also, Sama demonstrated some 

use of pronouns (e.g., I, you). However, 

during this stage, she frequently omitted the 

subject from her sentences.

2-At ages 3 to 4 

	 Sama incorporated additional ele-

ments such as articles, prepositions, and con-

junctions into her sentences. Also, she used 

the plural and possessive /s/ markers (e.g., 

“my toys” and “mommy’s shoes”). During 

this stage, Sama used negations and ques-

tions, which were clearly learned in the form 

of chunks (e.g., “I don’t want it”, “I can’t do 

it”, “what’s that?”, “Can you help me?”).  

	 At this phase, the present simple 

tense emerged in Sama’s language (though 

sometimes without proper subject-verb agree-

ment, as in “she play in the room”), and the 

progressive “-ing” marker. However, her use 

of auxiliaries, such as “is”, was inconsistent. 

For instance, her utterances included both 

“The dog barking” and “The dog is barking”, 

as well as “Mommy cooking dinner in the 

kitchen and daddy is sleeping”. 

3-At ages 4 to 5

	 Sama started experimenting with 

question-forming. The initial stage of form-

ing questions involved omitting the auxiliary 

(“Daddy eating?”), but over time, she learned 

to produce accurate yes/no and WH question 

forms (e.g., “Is daddy eating?”, and “What is 

daddy watching?”). Moreover, she followed a 

similar experimental path with forming nega-

tions, from early experimentation to complete 

mastery.

	 Furthermore, this stage marked the 

emergence of the past tense in Sama’s utter-

ances, which she used appropriately to refer 

to past events, tell a short story, and describe 

a sequence of events (e.g., “I dropped my 

toy and I breaked it”). However, she applied 

the “-ed” marker to all past verbs and did not 

produce any irregular past verb forms at this 

stage (e.g., “goed” instead of “went”).  

	  As she was nearly five, Sama’s sen-

tences became more complex and she started 

using relative clauses (e.g., “I want the toy 

that grandma bought me”) and conditional 

clauses (e.g., “If I finish my snack, can I play 
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with my friends?”). Moreover, Sama devel-

oped an understanding of time, which was 

evident in her ability to use the future tense to 

describe upcoming events (e.g., “I will eat my 

chocolate after lunch”). 

4.3. Pronunciation 

	 This section examines Sama’s pho-

nological development over the three years, 

focusing on three dimensions: pronunciation 

accuracy, accent, and intonation. 

1-At ages 2 to 3 

Pronunciation Accuracy: Sama’s speech 

was characterized by unclear articulation. She 

often simplified complex sounds. For exam-

ple, she pronounced “rat” as “wat”. (substi-

tuting “r” with “w”). Also, she often reduced 

consonant clusters (e.g., tr), pronouncing 

words like “train” as “rain”. Generally, her 

production of vowel sounds was more accu-

rate than her pronunciation of consonants at 

this stage. 

Accent: From the outset of the study, Sama 

pronounced the vocabulary she acquired in 

a very similar way to what she heard on TV 

(i.e., in an American accent), despite the prob-

lems identified in the previous stage.

Intonation: Sama occasionally imitated 

some of the intonations she heard (e.g., using 

rising intonation at the end of “cookie?” to ask 

if she could have it). However, Sama’s use of 

intonation at this stage was imprecise and in-

consistent.

3-At ages 3 to 4

Pronunciation Accuracy: During this stage, 

Sama’s pronunciation became clearer, and 

she overcame the difficulties she encountered 

in the previous stages (e.g., with consonant 

clusters). However, she experienced some 

problems in producing fricative sounds like 

“sh” and “th”. For example, she pronounced 

“ship” as “sip”, and “thorn” as “sorn”.

Accent: Sama’s accent continued to reflect 

the American input she received. 

Intonation: Sama’s use of intonation became 

more accurate and consistent. For instance, 

she consistently used rising intonation when 

asking questions. 

3-At ages 4 to 5

Pronunciation Accuracy: This stage marked 

a notable improvement in Sama’s pronuncia-

tion. She could produce most sounds correct-

ly at this phase, except for fricative sounds, 

which she occasionally mispronounced. 

Accent: Sama’s accent at this stage was simi-

lar to a native American child her age. 

Intonation: At this stage, Sama’s intonation 
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was accurate; she used correct intonation 

patterns following the type of sentences she 

uttered, whether statements, questions, or ex-

clamations. 

4.4.Understanding and Responding 

	 This section discusses Sama’s reac-

tion to input, focusing on her comprehension 

and response skills.

1-At ages 2 to 3 

	 Sama could understand and fol-

low basic instructions, such as the ones she 

viewed on Dora the Explorer or Mickey 

Mouse Clubhouse. For example, she could 

understand when Mickey says, “Are you 

ready?”, answering with “yes”. Also, Sama 

could respond to simple instructions from her 

mother in familiar and immediate everyday 

contexts, such as “Come here” or “Please pass 

the book”. Her responses at this stage were re-

stricted to “yes” and “no”.

2-At ages 3 to 4

	 Sama showed improvement in this 

area, which was evident in her ability to un-

derstand more complex instructions that were 

not immediately context-bound, like “Can 

you find the key?”. Her responses developed 

to include phrases like “I can’t, and I don’t 

know”. 

3-At ages 4 to 5

	 Sama’s comprehension and re-

sponse skills improved remarkably at this 

stage. She could follow multi-step directions 

(e.g., take the book and put it on the table). 

In addition, she could respond using more ad-

vanced phrases, like “of course”, “it’s heavy”, 

and “Which one?”. 

4.5.Expressing Emotions

	 This section discusses Sama’s use of 

English to describe her feelings. 

1-At ages 2 to 3 

	 Sama’s expression of her emotions 

took place only when she was nearly three 

years old. Also, the initial stage was limited 

to using one word, often the following three 

adjectives: “happy, sad, mad”. She used them 

interchangeably to express her feelings.

2-At ages 3 to 4

	 Sama’s ability to express her feel-

ings improved. She started to express her 

emotions more clearly and use more varied 

adjectives (e.g., scared, excited, sleepy). 

3-At ages 4 to 5 

	 Sama could express her emotions in 

addition to giving reasons for them. For ex-

ample, she would say “I’m excited to play!” 

or “I feel sad because I lost my toy”. 
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Table (1) below summarises the results of this 

case study. 

Table (1): Summary of the Case Study Results

Developmental Area                   Age Range (Years)                  Key Observations/ Findings

Vocabulary 2 to 3
Acquired a limited vocabulary- mainly nouns referring to common 
items  (e.g., books)  and basic actions (e.g., running). 

Vocabulary 3 to 4
Expanded vocabulary including nouns, verbs, and simple adjec-
tives (e.g., backpack, climb, big). 

Vocabulary 4 to 5
Acquired more complex and abstract words, such as time descrip-
tors (e.g., yesterday); emotion adjectives (e.g., excited); and used 
descriptive phrases (e.g., the tall, blue building)

Grammar 
and Sentence 
Building

2 to 3
Formed two-word phrases (e.g. “Mommy go”); three-word phrases 
lacking function words; used pronouns inconsistently

Grammar 
and Sentence 
Building

3 to 4

Incorporated articles, prepositions, and conjunctions; applied plu-
ral and possessive markers; produced  negations and questions as 
chunks (e.g., “What’s that?” “I don’t want it”); used present sim-
ple tense with inaccurate subject/verb agreement; used progressive 
tense but with inconsistent auxiliaries 

Grammar 
and Sentence 
Building

4 to 5

Experimented with questions-formation initially omitting auxilia-
ries, then mastering yes/no and  WH forms; used past tense (often 
overgeneralized with “-ed”) and later used relative and conditional 
clauses, and future tense.

Pronunciation 2 to 3

Accuracy: unclear articulation of words with simplified and 
reduced consonant clusters; vowels produced more accurately than 
consonants; Accent:  mimicked American TV;  Intonation: incon-
sistent.

Pronunciation 3 to 4

Accuracy: clearer articulation of words  ; overcame many conso-
nant cluster issues; struggled with fricative sounds (e.g., “ship” → 
“sip”);Accent: remained American; Intonation: improved, espe-
cially in questions
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Pronunciation 4 to 5

Accuracy: marked improvement overall with most sounds pro-
duced correctly; occasional struggles with fricatives; Accent: ma-
tured to a Native American levelIntonation: was appropriate and 
varied for statements, questions, etc.

Understand-
ing and 
Responding

2 to 3
Comprehension was limited to basic instructions from TVor her 
mother; responses were primarily “yes” or “no”.

Understand-
ing and 
Responding

3 to 4
Improved comprehension allowed for understanding more com-
plex commands; responses included phrases like “I can’t” or “I 
don’t know”.

Understand-
ing and 
Responding

4 to 5
Significantly enhanced comprehension- capable of following multi-
step directions; responses became more varied (e.g., “Of course”, 
“it’s heavy”, “Which one?”).

Expressing 
Emotions 

2 to 3
Began to express emotions near age three using single-word adjec-
tives  (e.g., “happy”, “sad”, “mad”) Interchangeably.

Expressing 
Emotions 

3 to 4
Improved expression with a broader range of adjectives (e.g., 
scared, excited). 

Expressing 
Emotions

4 to 5 
Expressed emotions with added reasoning (e.g., “I’m excited to 
play!” or “I feel sad because I lost my toy”).

5. DISCUSSION

	 The results of Sama’s case study 

revealed that she progressed from not hav-

ing any knowledge of English at age two to 

achieving a satisfactory level of proficiency 

by age five. Sama’s English language devel-

opment during the three years was observed 

and measured across five areas: vocabulary, 

grammar and sentence structure, pronuncia-

tion, understanding and responding, and ex-

pressing emotions. 

	 The findings indicate that Sama’s 

development across all five areas was close-

ly linked to the content she observed on tele-

vision, particularly during the early stage.  

At the initial phase of the research, Sama’s 

mother did not engage with her in English; 

she was only an observer. Nonetheless, Sama 

mimicked the language she heard on TV, and 

this was detected across areas of vocabulary, 

grammar and sentence construction, pronun-

ciation, understanding and responding, and 

emotional expression.

	 The evidence revealing that Sama 

was copying the content she watched on TV 

is that the words she used were not part of her 
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mother’s commonly used vocabulary. Sama 

used words she was exposed to in programs 

such as Dora the Explorer (e.g., map, trea-

sure), Doc McStuffins (e.g., diagnosis, check-

up, feel better), and Mickey Mouse Club-

house (e.g., tools, mystery, etc). The same 

observation was noted in her grammatical 

and sentence-building skills, pronunciation, 

understanding and responding, and emotional 

expression. This outcome highlights the influ-

ence of media on Sama’s English language 

development. Moreover, the findings are 

consistent with the behaviourist (3) viewpoint 

regarding language acquisition, which under-

scores the role of environmental input on chil-

dren’s language acquisition and stresses that 

the language children acquire and produce is 

linked to the input they receive from their sur-

roundings.

	 Moreover, a noteworthy observa-

tion was Sama’s adoption of an American 

accent, which was influenced by the cartoons 

she watched. The evidence linking Sama’s 

accent to the cartoons she watched is that 

the cartoons offered consistent examples of 

native American pronunciation.  In contrast, 

Sama’s mother, the only other source of En-

glish in Sama’s environment, did not possess 

an American accent and spoke English in-

consistently with her.   This indicates that the 

media input was the main reason for Sama’s 

American accent development. This finding 

further supports the behaviourist perspective 

(3) and their emphasis on the significant role 

of environmental exposure. In this case, Sa-

ma’s consistent exposure to English through 

cartoons, which all featured an American ac-

cent, resulted in her speaking English with an 

American accent.  

	 Moreover, Sama’s acquisition of an 

American accent echoes the research findings 

of Alghonaim (11), Poštič (12), Trota et al. (14), 

and Tobias (19), who reported that children who 

frequently watch English cartoons tend to 

adopt the accents presented in those cartoons. 

Just like Sama, the children in the studies by 

Alghonaim (11), Poštič (12), and Trota et al. (14)  

acquired English in non-English-speaking 

environments.  This indicates that children’s 

acquisition of native English accents in these 

studies was primarily tied to the received me-

dia input. In line with these findings,  Tobias 

(19) stressed that children’s pronunciation is 

strongly affected by the phonetic input they 

receive in their daily environment. Further, 

Tobias (19) emphasized that if children receive 
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constant English input with a non-native 

accent, whether from their teacher or other 

people around them, they are likely to adopt 

similar pronunciation patterns in their own 

spoken English. These observations indicate 

that the accent children adopt is influenced by 

the type and amount of input they receive in 

that accent.

	 Furthermore, the analysis of Sama’s 

progress in the subsequent stages across all 

five areas revealed two important findings. 

First, Sama’s English language growth fol-

lowed similar developmental stages observed 

in children acquiring their first language (2-4), 

such as acquiring concrete before abstract 

terms, progressing from the one-word stage 

to the two-word stage, and advancing to more 

complex sentences. Also, Sama acquired eas-

ier sounds before more complex ones, and so 

on. This finding aligns with the nativist per-

spective, which maintains that all children 

acquire language following similar phases (3).

	 Second, as Sama advanced through 

stages, it seemed that she was experimenting 

with the language she learned, producing 

utterances that could not have been based 

on imitation. This was observed through the 

errors she made, which could not have been 

learned from television or her mother. No-

table examples of these errors include using 

grammatical rules where they do not apply, 

such as using the “-ed” past tense marker with 

irregular verbs. This observation indicates that 

Sama was building and extending her own 

understanding of English grammar, using in-

formation from the cartoons and her mother’s 

input, who consistently used the “-ed” marker 

for regular verbs. This outcome is supported 

by Chomsky’s nativist perspective (3), which 

postulates that children have an inborn ability 

to acquire language and construct their own 

grammar by making their own conclusions 

and generalizations.

	 Another important factor to consider 

in discussing the results of Sama’s case study 

is the role of interaction with her mother. Sa-

ma’s interaction with her mother did not start 

from the beginning of the study but took place 

as Sama started addressing her mother in En-

glish. Specifically, whenever Sama spoke 

English, her mother responded in English; 

when Sama used Arabic, her mother replied 

in Arabic. The role of this interaction cannot 

be overlooked in this study. It can be assumed 

that Sama’s communication with her mother 

has played a significant role in reinforcing 
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and accelerating her language development, 

specifically in the area of understanding and 

responding.

	 That is to say, although Sama’s ex-

posure to interactive cartoons (i.e., Barney 

and Friends, Mickey Mouse Clubhouse, and 

Dora the Explorer) facilitated her comprehen-

sion and response skills by requiring her to 

engage actively, these programs offered limit-

ed and repetitive language. On the other hand, 

Sama’s interactions with her mother were dy-

namic, varied, and took place in a live, recip-

rocal context. Therefore, it can be concluded 

that Sama’s development in this domain (i.e., 

understanding and responding) was more sig-

nificantly influenced by her interactions with 

her mother than by watching TV. This obser-

vation supports the interactionist perspectives 

(3) that emphasize the importance of conver-

sational interactions with the environment on 

language development alongside other con-

tributing factors. 

	 Additionally, the impact of the role 

played by Sama’s mother in this study can be 

discussed in light of Vygotsky’s social con-

structivist theory, particularly his emphasis on 

the role of Scaffolding in the learning process.  

Scaffolding refers to the assistance given to a 

child by a more knowledgeable person (e.g., 

mother) to learn things and tackle tasks that 

are beyond the child’s current capabilities 

(i.e., the Zone of Proximal Development) (20). 

Vygotsky maintained that with appropriate 

scaffolding/support, the child acquires skills 

and knowledge that enable them to accom-

plish similar tasks independently in the future 

(20). It is safe to assume that the findings of 

this study correspond with Vygotsky’s views. 

Particularly, Sama’s mother’s responsive 

behavior (e.g., addressing Sama in English 

when Sama speaks it) indicates that Sama re-

ceived scaffolding when she needed it.  This 

response from Sama’s mother undoubtedly 

helped Sama in all areas of her language de-

velopment, including meaning-negotiating, 

vocabulary use, and so on. That is to say, Sa-

ma’s mother was competent in English, which 

represented an accurate language model for 

Sama to follow and to enhance and consoli-

date her language development.

	 Therefore, the overall discussion of 

the results suggests that language develop-

ment in children can be ascribed to multiple 

factors (i.e., environmental input, innate abil-

ity, environmental interaction, and environ-

mental scaffolding) that function in harmony, 
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each playing a role in fostering adequate lan-

guage proficiency. In the case of Sama, each 

of these factors contributed to her overall de-

velopment of a satisfactory level of English 

language proficiency. 

	  The findings from Sama’s case 

study align with the findings of Linebarger 

and Walker (7), Alghonaim (11), Poštič (12), Tamba 

(13), Trota et al. (14), and Tobias (19) that exposure 

to appropriate and purposefully selected edu-

cational cartoons can result in adequate lan-

guage competence among children. The find-

ings also resonate with Krashen’s (5) assertion 

that learning under relaxing and enjoyable cir-

cumstances (such as watching cartoons) can 

result in natural, effortless, and improved lan-

guage learning outcomes. Furthermore, the 

findings of this research are consistent with 

the study by Barr and Wyss (10), which em-

phasizes that conversational exchanges with 

the environment are essential, alongside other 

elements, in fostering language development 

in children.

	 Moreover, a significant discovery 

from this study was that the conditions pro-

vided for Sama in this case study (i.e., watch-

ing English cartoons, and interacting with her 

mother in English) resulted in her becoming 

bilingual at the age of five years old. That is to 

say that Sama exhibited adequate competence 

in both Arabic and English simultaneous-

ly. This discovery aligns with the assertions 

made by Krashen (5) and Savile-Troike (6) that 

children can acquire two languages if they are 

sufficiently exposed to them at an early age 

and at the same time. 

	 This study adds to the literature by 

examining the impact of watching English 

cartoons on children’s English language de-

velopment in the Libyan context. The insights 

derived from this study can be used to con-

tribute to learning and teaching English in 

Libya, both in home settings and in schools. 

	 In the home environment, parents 

can facilitate their children’s acquisition of 

the English language besides their Arabic 

language by exposing them to carefully se-

lected educational English cartoons from an 

early age. In this respect, parents are advised 

to wisely consider the type of cartoons, ensur-

ing their cultural themes are age-appropriate 

and Libyan culture-appropriate, and that they 

contain no violent content. This step is crucial 

to ensure that the cartoons do not negatively 

impact their children. In addition, it is rec-

ommended that parents co-view with their 



27

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Humanities Sciences: 10 – 31                      Elfeitouri.

children to check the content appropriateness 

and to engage with children in discussions 

related to what they view. This interaction is 

important for enhancing and reinforcing lan-

guage development, and to avoid the child 

being completely immersed in the screen 

rather than engaged with their environment. 

Finally, it is important to set limits for screen 

time to prevent the disadvantages of exces-

sive screen watching on children, such as 

harming their eyesight. It is worth noting that 

the same recommendation applies to older 

English language learners, who can seek vari-

ous language learning benefits from watching 

English language programs.

	 In English language learning class-

rooms, whether targeting children or older 

learners,  teachers are strongly advised to 

integrate purposeful English cartoons or en-

tertaining programs/movies into their lessons. 

This integration can offer various advantages. 

To begin with, exposing students to amusing 

content can increase their engagement and 

motivation for learning (5). Additionally, these 

programs can provide meaningful input for 

learning various aspects of the English lan-

guage, such as correct pronunciation, varied 

contextualized vocabulary, accurate sentence 

structures, and so on (11), (12), (13), (14), and (19).  

Respectively, teachers are advised to careful-

ly plan their lessons to increase the benefit of 

this integration. The lessons should include 

pre-viewing activities that activate students’ 

prior knowledge about the content and pre-

pare them for viewing it. Also, lessons should 

involve follow-up interactive activities that 

highlight the language used, discuss, and re-

flect the content.  These steps can elevate the 

benefits of incorporating English TV viewing 

in English language learning classrooms. 

	 Despite offering insightful informa-

tion, the study has limitations, such as a lim-

ited sample size that prevents the generaliza-

tion of the results. Future research with bigger 

sample sizes could help validate and extend 

the findings of this study. Moreover, it is cru-

cial to remember that in this study, watching 

cartoons has only been linked to improving 

oral language skills in early childhood. Re-

spectively, it is recommended that future 

research address how to develop children’s 

reading and writing skills through similar ap-

proaches. For example, future researchers can 

pair cartoon viewing with the same-language 

subtitles and investigate the impact on chil-

dren’s word recognition, decoding accuracy, 
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and reading fluency. Alternatively, future re-

search can examine the impact of pairing car-

toon segments with print-based storybooks on 

narrative comprehension and print awareness. 

6.CONCLUSION 

	 This case study examined the im-

pact of watching English cartoons on a child’s 

English language acquisition. Sama, the sub-

ject of this case study, was observed for three 

years, particularly from when she was two 

until she reached five years old. During this 

period, Sama was exposed to instructive and 

interactive English cartoons that were pur-

posefully selected to help her develop English 

language competence. At the same time, Sama 

had the opportunity to interact occasionally 

in English with her mother. However, in her 

home, the linguistic environment remained 

Arabic, and she consistently communicated 

in Arabic with her other family members.

	 The case study results revealed that 

Sama acquired a good level of English lan-

guage competence by the age of five, which 

was very similar to a five-year-old native 

speaker. Particularly, Sama demonstrated ad-

equate English proficiency across five areas: 

vocabulary, grammar and sentence building, 

pronunciation, understanding and responding, 

and emotion-expressing. This achievement 

was mainly attributed to Sama’s exposure to 

and engagement with English cartoons, Sa-

ma’s innate abilities for language learning, her 

interactions with her mother, and the support 

she received from her mother.

	 The findings of this study highlight 

the complex nature of language development, 

which is influenced by several interrelated 

factors. It is affected by the input received 

from the surrounding environment. Addition-

ally, it is guided by inherent abilities that are 

part of the biological nature of typical chil-

dren. Moreover, the environmental input and 

inherent capabilities must be reinforced by 

active engagement and interaction with the 

environment to support and advance language 

development. 

	 Furthermore, the provision of these 

factors can create a good opportunity for 

children to become simultaneous bilinguals, 

which refers to acquiring more than one na-

tive language at the same time. Language ac-

quisition is most sensitive and effective during 

early childhood. Therefore, languages other 

than children’s first can be easily acquired if 

children are exposed to them at an early age. 

	 In the same respect, when exposure 
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to language takes place through amusing and 

appealing means, like cartoons, language 

develops more effectively and naturally. 

When this exposure involves two languag-

es concurrently with a carefully considered 

approach, children can acquire a native-like 

proficiency in these languages.  Sama’s case 

study provides evidence for these observa-

tions, demonstrating that exposing children 

to wisely selected cartoons can significantly 

promote the acquisition of a second language, 

in addition to the first, particularly at the oral 

level (i.e., speaking and listening skills).  The 

findings from Sama’s case study highlight the 

need for further investigation into how media 

can complement and enrich language learning 

and teaching methods, both for children and 

older learners.
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ABSTRACT
	 The specific activity concentrations of primordial radionuclides in 
eight1samples of rock collected from specific locations in Al-Meshal, Al-Ga-
bal Al-Akhdar region, Libya, were measured using a1gamma-ray1spec-
trometer system with a sodium iodide detector. The results revealed that the 
specific activity1concentrations of 226Ra, 238U, and 232Th in the analyzed-
1samples were higher than their respective established permissible levels. 
Conversely, the specific activity1concentrations of 40K in all rock samples 
were found1to be below the permissible limit. The assessment of the radio-
logical1hazard parameters, including radium equivalent activity, internal 
and external hazard1indices, and representative level index, indicated values 
were mostly within recommended world limits. However, for two specific 
samples, RE1 and RW2, the representative level index and internal hazard 
index values were higher than the recommended world1value. Although the 
radiological investigation indicates no immediate acute health hazard to the 
area’s population, there is a need to consider the long-term health effects 
related to low-level exposure to radiation.
KEYWORDS: Natural1radionucles, radiological hazards, representa-
tive1level index, Pearson’s correlation coefficients.
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1. INTRODUCTION

	 Human are continuously exposed 

to natural adionucides. The primary sources 

of exposure to naturally1occurring radio-

nuclides include terrestrial sources, such as 

the uranium and thorium decay series and 

potassium-40, as well as cosmic rays. Ter-

restrial background radiation, in particular, is 

influenced by the global distribution of radio-

nuclides, local geological formations, geo-

graphical location, altitude, and regional geo-

chemistry [1]. The advancement of the nuclear 

industry and other technologies involving ra-

dioactive isotopes has underscored the neces-

sity of quantifying natural background radio-

nuclide levels. This is crucial for discerning 

anthropogenic contamination, thereby en-

abling effective measures for population and 

environmental protection [2]. Human exposure 

to radionuclides occurs from external and in-

ternal exposure through both direct and indi-

rect pathways. External exposure is caused 

by direct gamma radiation, whereas internal 

exposure results from inhalation of radioac-

tive radon gas (radon-222) and its short-lived 

decay products [3]. Radon, a daughter element 

resulting from the decay chain of uranium, 

has the strongest effect on humans, as it poses 

a significant threat of lung cancer to individ-

uals with prolonged exposure to it [4]. Recog-

nizing the potential health implications, and 

understanding radiation levels within living 

and occupational environments is paramount 

[5]. Therefore, many researchers worldwide 

are quite interested in measurements of nat-

ural radioactivity in rock. To evaluate the 

terrestrial gamma dose rate1for outdoor, it is 

very1important to1estimate the natural1ra-

dioactivity level in rock. From the review of 

the literature, it is observed that though the 

data on the content of radioactive elements 

is available for some regions in Libya, there 

is no data available for the Al-Meshal region 

in Libya. Detailed investigations 1of natural 

radioactivity have been carried out for the 

first time [6]. This study presents the activity 

concentration levels and associated radiolog-

ical hazard parameters in rock samples col-

lected from Al-Meshal, Libya. In the context 

of Libya, several studies have investigated 

natural background radiation levels. Rock 

samples in the Gondola region reported simi-

lar dominant contributions from the uranium 

and1thorium decay series [7]. Furthermore, 

investigations in the eastern region of Libya 

on rock samples around El-Beida City high-
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lighted the influence of local geology on the 

distribution of natural radionuclides, a factor 

also considered pertinent to the Al-Meshal 

area [8]. While specific data on rock samples 

from Al-Meshal might be limited, the general 

understanding of radionuclide distribution in 

Libya suggests that the levels are influenced 

by the country’s diverse geological forma-

tions, similar to global trends. This research 

on Al-Meshal contributes to the growing 

body of knowledge on natural radioactivity 

in Libya.

 2. MATERIALS AND METHODS

2.1. Study Area

	 Al-Meshal is a rural agricultural 

region situated in northeastern Libya, geo-

graphically located at coordinates 32° 28’ 

46.7” N, 21° 40’ 42.2” E. The area is charac-

terized by fertile soil, conducive to both agri-

culture and livestock husbandry. 

	 The primary economic activity in 

this region is livestock rearing, which signifi-

cantly contributes to local agricultural output. 

Consequently, understanding the environ-

mental characteristics of this area, including 

its soil, rocks, and vegetation (grasses), is of 

considerable importance. Figure (1) illus-

trates the geographical location of the study 

area, as visualized using Google Earth and 

GPS data.

 Figure.(1). Study region and locations of rock sample sites.
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2.2. Sample Collection and Preparation

	 The Al-Meshal area contains four-

teen former weapons storage facilities. In this 

study, one of these facilities was selected as 

the sampling site. Eight rock samples were 

collected from this site, specifically from the 

four cardinal directions (east, west, north, 

and south) at distances of one kilometer and 

two kilometers. This sampling strategy was 

consistently applied in each direction. The 

unique identifiers (codes) assigned to each 

rock sample are detailed in Table (1).

Table (1). The code of the investigation samples.
Description.Sample1No
)Rocks from the first kilometer (EastRE1
)Rocks from the second kilometer (EastRE2
)Rocks from the first kilometer (NorthRN1
)Rocks from the second kilometer (NorthRN2
)Rocks from the first kilometer (SouthRS1
)Rocks from the second kilometer (SouthRS2
)Rocks from the first kilometer (WestRW1
)Rocks from the second kilometer (WestRW2

	 Sample preparation was conducted 

at the Advanced Nuclear Physics Laborato-

ry, Omar Al-Mukhtar University, Libya. The 

collected samples were pulverized into fine 

powder. The rock samples were sieved using 

a 250 µm sieve aperture to ensure maximum 

homogeneity and to mitigate potential under-

estimation of radionuclide concentrations in 

bulk samples. Subsequently, the powdered 

samples were dried in a laboratory oven at ap-

proximately 120 °C for 2 hours to eliminate 

any residual moisture. Following the drying 

process, the samples were precisely weighed 

and transferred into polyethylene containers 

with a standardized volume of 250 cm³. All 

prepared samples were then hermetically 

sealed and stored for a minimum period of 30 

days to allow for the establishment of secular 

radioactive equilibrium between the 238U and 

232Th decay series and their respective short-

lived daughter radionuclides prior to gam-

ma-ray spectroscopic analysis.
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2.3. Gamma Spectroscopy1Analysis

	 The concentrations of naturally 

occurring radionuclides in the collected sam-

ples were determined using1gamma-ray-

1spectroscopy with a sodium iodide1thalli-

um-doped1NaI(Tl) detector with a “1.5×1.5” 

crystal, model No. PM-9266B, serial No. 

WA00012638. The detector was encased 

within a lead shield of sufficient thickness 

to minimize background1radiation contri-

butions from1cosmic rays and ambient lab-

oratory sources. Gamma spectra acquisition 

and subsequent analysis were performed 

utilizing the Cassy Lab software system. 

The activity concentrations of the 238U and 

232Th decay series were determined indirect-

ly by quantifying the gamma emissions of 

specific short-lived daughter radionuclides, 

assuming secular equilibrium within the re-

spective decay chains. Specifically, 238U was 

quantified through the photopeaks of 214Pb (at 

295 and 352 keV) and 214Bi (at 609, 768.2, 

1120, 1378, and 1768 keV). Similarly, 232Th 

was quantified using the photopeaks of 228Ac 

(at 92, 209, 338, and 911 keV), 212Bi (at 727 

keV), and 208Tl (at 583 keV). The activity lev-

els of 40K and 226Ra were directly measured 

at their energies of 1460 keV and 186.2 keV 

[9]. For each sample, the gamma-ray spectrum 

was acquired over a counting time of 7200 

seconds to ensure adequate statistical preci-

sion.

2.4. Measurement of Activity Concentra-

tion

	 The specific activity of a radionu-

clide is defined as the rate of its nuclear dis-

integration. It can be specified with the aid of 

equation [10]:

Where:

C: represents the activity concentration of the 

radionuclide corresponding to the gamma-ray 

photopeak energy, expressed in (Bq/kg).

Cps: denotes the net count rate detected at the 

specific gamma-ray photopeak energy, mea-

sured in counts per second.

 signifies the counting system efficien-

cy at the specific gamma-ray photopeak ener-

gy, which is dimensionless.

M: is the mass of the measured sample, ex-

pressed in (kg).

Iγ: is the probability of the absolute gam-

ma-ray1emission for the radionuclide of in-
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terest, which is dimensionless.  

3. RADIOLOGICAL HAZARDS

3.1. Radium1Equivalent 

	  A common radiological1index used 

to represent the gamma radiation dose rate 

arising from various combinations of1226Ra, 

232Th, and140K present in a sample indicates 

the radium equivalent activity, Raeq. It is cal-

culated using the following relationship[11]:

 

Where CRa,  CTh and CK are the activity con-

centrations (Bq/kg) for1226Ra,232Th1and 

40K,1respectively. The1maximum value of 

Raeq must1be less1than 370 Bq/kg [12].

3.2. External1Hazard Index 

	 The radiological parameter used to 

assess the external gamma radiation exposure 

risk arising from the activity concentrations 

of1226Ra, 232Th, and140K in a material is the 

external1hazard1index (Hex). It is computed 

using the following relationship [13]:

3.3.  Internal Hazard Index 

	 Exposure to 222Rn and its short-

lived decay progeny presents several health 

risks. The alpha-emitting radionuclides, spe-

cifically radon (²²²Rn), thoron (²²°Rn), and 

their respective decay products present in 

ambient air are the primary contributors to the 

radiation-induced health hazards experienced 

by populations exposed to environmental ra-

dioactivity. The internal hazard index (Hin) is 

calculated using the following equation [14]:

3.4. Representative1Level Index 

	 The representative level index 

(RLI) is a dimensionless radiological param-

eter that quantifies the gamma radiation dose 

rate arising from the specific activity concen-
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trations of primordial radionuclides 226Ra, 

232Th, and 40K present within a material. 

This index is very important for the quality 

control of regulating annual effective doses to 

the population and monitoring overall radia-

tion exposure to the human body. Its primary 

purpose is to ensure that internationally estab-

lished acceptable dose limits are not exceed-

ed. The RLI is calculated using the following 

equation [15]:

4.RESULTS AND DISCUSSION

	 The activity1concentration values 

for rock samples varied from (72.03±0.13) 

to (117.93 ± 0.13) Bq/kg, (78.91 ± 5.84) 

to (120.52 ± 5.18)] Bq/kg, (71.10 ± 4.85) 

to (112.81 ± 6.21) Bq/kg and (301.95 ± 

14.39) to (465.27 ± 17.87) Bq/kg for-

1226Ra,1238U,1232Th and140K respective-

ly,1with an average (84.92, 91.17, 84.31 and 

388.30) Bq/kg1respectively, for radionu-

clides1226Ra,1238U,232Th and140K, as shown  

in Table (2). 

Table (2). Activity concentrations of natural radionuclides for rock.
Sample No. 226Ra 238U 232Th 40K

RE1 117.93 ±0.13 120.52 ±5.18 102.60 ±6.11 465.27 ±17.87

RE2 73.44 ±0.13 87.98  ±6.63 71.10 ±4.85 428.22 ±17.14

RN1 73.44 ±0.13 82.93 ±6.59 78.78 ±4.77 458.41 ±17.74

RN2 72.03 ±0.13 79.18  ±5.86 76.76 ±4.40 303.32 ±14.43

RS1 77.68 ±0.13 79.03 ±5.53 74.79 ±5.31 409.00 ±16.75

RS2 76.97 ±0.13 78.91 ±5.84 72.73 ±4.74 301.95 ±14.39

RW1 106.63 ±0.13 114.8  ±85.35 112.81 ±6.21 430.09 ±13.15

RW2 81.21 ±0.13 86.00  ±6.03 84.92 ±5.35 310.18 ±14.59

Average 84.92 91.17 84.31 388.30

P. L 50 50 50 500
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Figure.(2): Specific activity (Bq/kg) concentration of radionuclides for rock Samples.

	 The specific activity1concentra-

tions of all rock samples were1higher1than 

the permissible1level for 226Ra, 238U, and 

232Th (50,150 and150 Bq/kg) [16]. However, 

the activity concentration of 40K was lower-

1than the permissible1level (500 Bq/kg) [16].

	 Radium equivalent1activity (Raeq), 

internal hazard1index (Hin), external1hazard 

index (Hex), and representative1level1index 

(RLI) were determined based on the specific 

activity1concentrations of 226Ra, 1232Th, and 

40K; the results are presented in Table (3).

Table (3). The radium1equivalent,1hazards indices and1representative1level1index of rock 

samples.
Sample No. Raeq (Bq/kg) Hin Hex RLI

RE1 300.47 1.13 0.81 1.06
RE2 208.09 0.76 0.56 0.74
RN1 221.09 0.79 0.59 0.79
RN2 205.14 0.75 0.55 0.72
RS1 216.13 0.79 0.58 0.77
RS2 204.21 0.76 0.55 0.72
RW1 301.12 1.10 0.81 1.06
RW2 226.53 0.83 0.61 0.80

Average 235.35 0.85 0.64 0.83
P. L 370 1 1 1
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	 Statistical analysis revealed that 

Raeq values ranged from 204.21 to 300.47 Bq/ 

kg, with an average value of 235.35 Bq/ kg. 

For all inspected rock samples, Raeq1values 

are lower than the assigned international al-

lowed limit1of 370 Bq/ kg [16]. The1Hin varied 

between a minimum of 0.75 and a maximum 

of 1.13, with an average1value of 0.85, which 

is below the established recommended value 

[16]. The values of Hin ranged between 0.51 to 

0.81, with a mean of 0.64. The obtained val-

ues of Hin for most rock samples are less than 

unity [15]. The representative level index (RLI) 

values were found to be lower than the per-

missible limit of 1 for most samples [16], span-

ning from 0.72 to 1.06, with a mean of 0.83. 

Although samples RE1 and RW1 exhibited 

elevated radiological hazard indices, overall, 

all samples fell within the acceptable ranges 

for radiological hazard limits, consistent with 

established global values [16].

Figure. (3). Radium equivalent activity levels in rock samples.

	 The results showed that all1val-

ues of Hex and RLI were lower than1unity. 

All values of internal hazard for the1studie-

d1rock1samples are lower than unity, with 

the exception of RE1 and RW1, which were 

higher than the recommended value [1], as 

shown in Figure. (4).
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Figure. (4). A comparison between internal, external gamma Indices and the representative level 

index.
4.1.Pearson’s1Correlation1Coeffi-

cients1Analysis of1Radioactive1Variables

	 Pearson correlation coefficient anal-

ysis was employed to determine1the pairwise 

mutual1relationships1and the strength1of 

linear association1between the studied pa-

rameters, utilizing bivariate statistics. The 

results of the Pearson correlation coeffi-

cients1between all measured radionuclide-

s1and radiological parameters for the rock 

samples1are presented1in Table 4. A strong 

positive1correlation coefficient was observed 

between 232Th and 238U, which is attributable 

to the thorium and uranium decay series in 

natural geological formations [17]. A moderate 

positive1correlation coefficient1was noted 

between 40K and both 238U1and 232Th. This is 

expected, as 40K originates from a distinct de-

cay scheme. Furthermore, radium equivalen-

t1activity (Raeq), the external1hazard index 

(Hex), the internal1hazard index1 (Hin), and 

the representative1level1index (RLI) exhib-

ited strong positive correlation coefficients 

with 238U and 232Th, and moderate positive 

correlation with 40K. 
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Table (4). Pearson correlation matrix among the radionuclides and radiological

parameters.
RLIHinHexRaeq

40K232Th238U226Ra

1226Ra

10.97238U

10.920.91232Th

10.400.570.4740K

10.550.970.970.97Raeq

10.990.550.970.970.97Hex

10.9910.990.530.960.980.98Hin

10.990.990.990.570.970.970.97RLI

4.2. The1Clark1Values 

	 The Clark values for the rock sam-

ples and the elemental concentrations (in 

ppm) of the studied radionuclides at each 

sampling location are presented in Table (5). 

The majority of the analyzed locations exhib-

it a Th/U ratio follows aligns along a linear 

trend with an average value of 2.83, which is 

lower than the reported recommended Th/U 

ratio of 3.5 [18]. The findings of the present 

study suggest a relatively low thorium con-

tent in the rock samples investigated from the 

Al Meshal region.

Table (5). Clark values and1radionuclides ppm contents.

Sample No. RE1 RE2 RN1 RN2 RS1 RS2 RW1 RW2

238U   ppm 9.72 7.09 6.69 6.38 6.37 6.37 9.26 9.93
232Th ppm 25.27 17.51 19.40 18.91 18.42 17.91 27.79 20.92

40K    % 1.49 1.37 1.46 0.97 1.31 0.96 1.37 0.99
Clark Values 2.60 2.47 2.90 2.96 2.89 2.81 3.00 3.02
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5.CONCLUSION

	 The1natural radioactivity1levels 

in rock samples1collected from various lo-

cations1in Al-Meshal, Al-Gabal Al-Akhder, 

Libya, were evaluated using gamma-ray 

spectrometry. The average activity1con-

centrations of 226Ra, 1232Th, 1and 238U were 

higher than1the world-recommended val-

ues identified by UNSCEAR [16]. The av-

erage1values of radium equivalent activity 

(Raeq) of the analyzed rock1samples were 

lower1than the1recommended value of 370 

Bq/kg, according to UNSCEAR [16]. The ex-

ternal1hazard index (𝐻ex), internal1hazard 

index (𝐻in), and representative1level index 

(RLI) values were generally lower than the 

recommended1maximum values set by UN-

SCEAR [16], except1for the Hin and RLI val-

ues for two specific samples RE1 and RW1, 

which were lower than unity. Based on these 

findings, it is recommended that a periodic 

assessment of the activity concentrations1of 

natural radionuclides1and associated1radio-

logical hazards in the Al-Meshal study area 

be implemented. This proactive monitoring 

is essential to ensure that radiation exposure 

levels are maintained, thereby safeguarding 

public health and the environment in this re-

gion of Libya.
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ABSTRACT
	  This study investigates the effect of Helium-Neon laser radiation on magnesium levels in 
blood, a vital element involved in numerous physiological and biochemical processes in the body. The 
Helium-Neon laser used in this study had a power output of 5 mW and a wavelength of 632.8 nm, 
known for its stability and low thermal effect. The spot size was approximately 0.03 cm², ensuring 
uniform exposure of the samples. The energy density delivered to the samples was calculated at 1.0 J/
cm², providing an adequate level of irradiation without significant thermal damage. Twenty healthy, 
non-smoking volunteers aged between 19 and 65 participated in the study. Blood samples were col-
lected in Red Top Tube (RTT) tubes and immediately centrifuged to separate the serum. Centrifugation 
was performed at 3000 RPM for 3-5 minutes at 25 °C. The separated serum was then divided into four 
equal portions. The first, the control, had its magnesium level measured using a biochemical analyzer 
(BS-230), and the mean was 1.84 mg/dL, within the normal range. The remaining three aliquots were 
exposed to the Helium-Neon laser for 1, 3, and 5 minutes, respectively. Results showed a 60% increase 
in magnesium in the immediate response, 25% with a decrease, and 15% with no noticeable change. 
Females showed a greater average magnesium increase (30%) with a more sustained response and 
greater consistency over time compared to males. Males exhibited more pronounced oscillations, a 
tendency for initial reductions, and faster returns to baseline. At the 1-minute mark, no significant dif-
ference was found between males and females (p > 0.05). However, at 3 and 5 minutes, the difference 
became statistically significant (p < 0.05), with females showing a higher increase in magnesium levels 
than males. The precise mechanism underlying these in vitro effects on serum remains unclear. How-
ever, it is hypothesized that Helium-Neon laser irradiation might induce subtle conformational changes 
in serum proteins (e.g., albumin), potentially altering their magnesium-binding affinity and thereby 
influencing measured levels within the serum milieu. These findings suggest complex, non-thermal 
interactions between Helium-Neon laser light and serum components in vitro, warranting further re-
search to elucidate the specific biomolecular interactions

Kay words: Helium-Neon Laser, Magnesium Levels, Laser Irradiation, samples. 
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1.INTRODUCTION

	 A significant portion of the popula-

tion is estimated to be magnesium deficient, 

a crucial mineral impacting functions from 

muscle contraction to mood.1,2. Magnesium 

is an essential driver of vital processes; its 

role in muscle contraction and nerve trans-

mission3 means low levels cause serious 

health problems. A balanced diet should pro-

vide enough Mg2+, but intake is decreasing 

due to processed food consumption, which is 

lower in magnesium than unrefined foods.4,5. 

Hypomagnesemia manifests in various ways, 

affecting the neuromuscular system (fatigue, 

weakness), cardiovascular system (hyperten-

sion), and metabolism (insulin resistance) 6. 

While diet and lifestyle are known factors, 

questions arise about less obvious external 

influences. Among these, radiation exposure, 

especially from certain medical and research 

lasers, is of particular interest.7,8.

	 The Helium-Neon (He-Ne) laser is 

a device that produces a stable beam of light 

with unique properties, such as monochroma-

ticity (single wavelength), coherence (wave-

lengths in phase), and directionality (small 

variations) 9 . These properties distinguish 

lasers from traditional light sources 10. A laser 

consists of an active medium, a pump source, 

and an optical cavity 11. The red helium-neon 

laser, emitting at a wavelength of 632.8 nm, 

is known for its stability and low power con-

sumption 10. This laser has been used in medi-

cine and science to study its effects on wound 

healing, pain relief, and tissue regeneration. 

Research has also been conducted on its ther-

apeutic potential in areas such as vascular 

disease 12. Due to its low thermal efficiency, 

the helium-neon laser has been used to study 

blood structure, and studies have shown its 

potential to affect blood oxygenation and im-

mune function.

	 In the absence of prior research spe-

cifically addressing the effect of Helium-Ne-

on lasers on magnesium concentrations in 

blood, this review will examine studies that 

explore the broader effects of helium-neon 

lasers on blood components and related bi-

ological processes. This approach aims to 

provide a contextual framework for under-

standing the potential influence on magne-

sium levels.Csele (2004) demonstrated the 

early impacts of low-power laser treatment 

on in vitro blood samples, noting changes in 

both absorption and FTIR spectra, indicating 

the laser’s effect on the chemical properties of 
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blood13. Ghadage et al. (2015) later corrobo-

rated these findings, reporting similar chang-

es in the blood’s chemical makeup due to 

low-power laser therapy 14.In a related study, 

de Oliveira et al. (2021) observed significant 

changes in the numbers of red and white 

blood cells, offering valuable insights into 

the effects of low-level laser therapy on blood 

cells in a rat model 15 “Anju et al. (2019) 

found that low-level laser therapy significant-

ly increased magnesium and vitamin D levels 

in DPN patients, along with improved nerve 

function and reduced pain indicators 16

	 Regarding the physical properties of 

blood, Nazal (2016) provided evidence of the 

helium-neon laser’s effect on the erythrocyte 

sedimentation rate (ESR) 17, a line of inves-

tigation later expanded by Falih and Msayer 

(2023) and Alnayli et al. (2017) through their 

analysis of the relationship between laser 

exposure and various parameters including 

ESR, packed cell volume (PCV), and blood 

viscosity 18,19. Further examining specific 

blood components, a recent study by Slewa et 

al. (2022) investigated the effect of low-lev-

el red Helium-Neon laser therapy on human 

blood. They found that this irradiation led to 

a decrease in white blood cell (WBC) and red 

blood cell (RBC) counts, while observing 

increases in neutrophils (NEUT), platelets 

(PLT), and the erythrocyte sedimentation rate 

(ESR), suggesting potential therapeutic appli-

cations related to managing blood viscosity. 

Subsequently 20, Mohseen et al. (2020) added 

a temporal dimension by tracking changes in 

blood components over various periods fol-

lowing laser exposure 21.More recently, Ch-

uang et al. (2024) presented a comprehensive 

narrative review on the application of intra-

venous laser irradiation of blood (ILIB) using 

helium-neon lasers for treating multiple clini-

cal conditions. The study highlighted anti-in-

flammatory and antioxidative mechanisms, 

improved oxygen-carrying capacity, and en-

hanced mitochondrial activity in white blood 

cells, supporting the relevance of laser therapy 

in modulating blood components and overall 

cellular function. Additionally 22, Zaichkina 

et al. (2016) demonstrated in a mouse mod-

el that exposure to helium-neon laser doses 

ranging from 0.16 to 50 MJ/cm² activated 

natural protective reserves, as evidenced by 

reduced DNA damage in whole blood leu-

kocytes. However, no adaptive response was 

observed with prior laser exposure. Further-

more, the study found that reactive oxygen 
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species (ROS) generation capacity in neutro-

phils was diminished in animals pre-exposed 

to laser followed by X-ray irradiation, indi-

cating laser-induced modulation of immune 

cell activation dynamics 23.Despite the valu-

able data presented by these studies, research 

on the impact of He-Ne laser irradiation on 

blood magnesium levels remains lacking. Al-

though direct studies on the effect of He-Ne 

laser irradiation on blood magnesium levels 

are currently lacking, a strong theoretical 

rationale supports investigating this relation-

ship. This rationale is predicated on the es-

tablished ability of laser therapy to modulate 

fundamental cellular processes critical for ion 

homeostasis. Specifically, laser exposure is 

known to influence cell membrane transport 

mechanisms, enzymatic activities related to 

ion conductance, and intracellular signal-

ing pathways, all of which could potentially 

regulate magnesium channels and transport. 

Furthermore, laser-induced alterations in the 

cellular metabolic and redox environment, 

potential modifications in the gene expres-

sion of relevant transport proteins (Hawkins 

& Abrahamse, 2005)24 , and direct biophys-

ical interactions (Schmitz et al., 2004; Mar-

garone et al., 2018; Maruyama et al., 2018) 

collectively suggest a plausible impact of 

He-Ne laser on magnesium dynamics. Thus, 

exploring this potential interaction is crucial 

for understanding the broader physiological 

effects of laser therapy.

	 This knowledge gap is especially 

relevant considering the critical role magne-

sium plays   in various physiological functions 

and the implications its manipulation could 

have for therapeutic applications involving 

laser technology. This current research seeks 

to address this significant research gap by ex-

ploring the effects of He-Ne laser exposure 

on magnesium levels in blood. Acquiring 

such knowledge is essential for determining 

the broader implications of laser therapy on 

mineral balance and for exploring potential 

clinical uses 25,26,27. The study adopts a struc-

tured methodology, focusing on quantifying 

magnesium concentrations in human blood 

serum samples before and after exposure, as 

well as examining possible gender-dependent 

variations in responses to laser irradiation

 2. MATERIALS AND METHODS

2.1 Sample collection

	 Twenty healthy volunteers, all 

non-smokers and ranging in age from 19 to 

65, took part  in our study. Before starting, 
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informed consent was obtained from all par-

ticipants. Blood samples were collected us-

ing Red Top Tubes (RTT). To ensure sample 

purity, sterile needles were used to draw the 

blood (two milliliters from each participant), 

following standard collection procedures. Im-

mediately after collection, the cases and sam-

ples were collected inside the Salaya Care 

Laboratory in the city of Sirt for processing. 

The samples were then quickly centrifuged to 

separate the serum. Centrifugation was per-

formed at 3000 RPM for 3 to 5 minutes at 25 

degrees Celsius. 

2.2 Sample preparation 

	 Sample Preparation and Laser Ex-

posure are shown in Figure 2: After centrifu-

gation, the separated serum was divided into 

four equal portions: 

• Control Sample: The first aliquot was im-

mediately analyzed using a BS-230 biochem-

ical analyzer to establish baseline magnesium 

levels. The analysis was carried out according 

to standard protocols. 

• Laser Radiation Exposed Samples: The 

other three aliquots were prepared for laser 

exposure. The samples were placed at a fixed 

distance of 5 centimeters away from the he-

lium-neon (He-Ne) laser (wavelength: 632.8 

nm, beam diameter: 0.48 mm) to provide uni-

form exposure. 

-Second Aliquot: Exposed to the laser for 1 

minute, then analyzed for magnesium con-

centration. 

-Third Aliquot: Exposed to the laser for 3 

minutes, followed by measurement of its 

magnesium level.

-Fourth Aliquot: Exposed to the laser for 5 

minutes, after which its magnesium level was 

measured. Each sample exposed to the laser 

was compared to the control sample to evalu-

ate the effect of laser exposure duration on se-

rum magnesium levels. A BS-230 biochemi-

cal analyzer was used to measure magnesium 

levels throughout the study.”
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Figure (1) : Samples preparation and set up the helium-neon laser device. (a) Serum sample placed in a 

cuvette ready for laser irradiation. (b) Sample being manually prepared and positioned by the operator. (c) 

Fine adjustment of the He-Ne laser device to ensure accurate and uniform exposure.

3.RESULTS AND DISCUSSIONS 

	 Table 1 shows Serum magnesium 

concentrations (mg/dL) in 20 human samples 

measured before and after helium-neon (He-

 )a (  )b (  )c (

Ne) laser exposure at intervals of 1, 3, and 5 

minutes. These data illustrate the potential ef-

fects of laser irradiation on magnesium levels 

in human blood.

Table (1). Serum magnesium concentrations before and after helium-neon (He-Ne) laser.

Sample 
ID

Age Gender

Laser 
Power 
(mW)

Wavelength 
(nm)

Dis-
tance 
(cm)

Pre-Ex-
posure 

Mg 
(mg/dl)

Post-Ex-
posure Mg 

(mg/dl) 
1min 

Post-Ex-
posure Mg 
(mg/dl) 3 

min

Post- Ex-
posure 

Mg (mg/
dl) 5 min

1 19 Male 1 632.8 5 1.7 2.3 2.0 1.8

2 65 Male 1 632.8 5 1.7 2.2 2.03 1.9

3 15 Female 1 632.8 5 1.8 1.0 2.1 1.8

4 42 Female 1 632.8 5 1.8 1.8 2.4 1.7

5 18 Male 1 632.8 5 2.1 1.8 1.06 1.09

6 30 Male 1 632.8 5 1.8 2.8 1.9 2.3

7 44 Male 1 632.8 5 2.0 2.5 1.7 2.5

8 20 Female 1 632.8 5 2.5 2.3 2.7 2.5

9 22 Female 1 632.8 5 1.7 1.8 1.9 2.5

10 24 Female 1 632.8 5 1.7 1.9 2.3 2.8

11 25 Female 1 632.8 5 1.8 1.4 1.9 2.4

12 26 Female 1 632.8 5 2.4 2.5 2.8 2.8
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13 43 Female 1 632.8 5 1.9 1.8 2.0 2.7

14 29 Male 1 632.8 5 1.9 1.02 1.6 1.1

15 27 Male 1 632.8 5 1.7 2.1 1.8 2.2

16 28 Male 1 632.8 5 1.7 1.2 1.8 2.1

17 21 Female 1 632.8 5 1.7 1.8 1.9 2.6

18 16 Female 1 632.8 5 1.7 1.13 1.7 2.0

19 21 Male 1 632.8 5 1.8 1.9 1.7 1.7

20 23 Male 1 632.8 5 1.7 1.8 1.7 1.7

	 A comprehensive analysis of the 

alterations in magnesium levels indicates a 

diverse range of responses among the serum 

samples following laser exposure. Some sam-

ples exhibited increased magnesium levels, 

while others showed a decrease, and a few 

cases indicated no notable change. Specifical-

ly, 60% of the samples reflected an immedi-

ate rise (like the sixth and tenth sample), 25% 

demonstrated a decline (especially the third 

and fourth sample), and 15% revealed no sig-

nificant variation. This variability points to 

complex interactions occurring within the se-

rum milieu itself upon laser irradiation. While 

the photobiomodulatory effects of lasers in 

vivo often involve mechanisms like the mod-

ulation of ion transport across cellular mem-

branes – concepts detailed in research on cel-

lular responses to low-power lasers, such as 

the work by Karu (2003) exploring effects on 

cellular ion transport 28  – such direct effects 

on cellular membranes are not the primary 

drivers in our acellular serum preparation. 

Therefore, we propose that the observed vari-

ability in magnesium levels in this in vitro 

context stems more directly from the laser’s 

interaction with the inherent biochemical 

composition of individual serum samples. It 

is hypothesized that the laser light interacts 

differently with specific serum components, 

potentially including subtle effects on the 

conformation or magnesium-binding char-

acteristics of serum proteins like albumin, 

leading to the varied responses observed. The 

mean magnesium level prior to exposure was 

approximately 1.84 mg/dL, which is within 

the acceptable range. In terms of the impact 

of exposure duration, a one-minute exposure 

resulted in a prompt and substantial effect in 

the majority of cases, reflecting an immediate 

and rapid response within the serum samples, 

as shown in figure



54

SJUOB (2025) 38 (1) Applied Sciences: 47 – 61                Abdulsamad, et la.

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

Figure (3) : magnesium level at 3 minutes.

 3

 

Figure (2) : magnesium level at 1 minute.
	 On the contrary, the duration of 

exposure for a period lasting three minutes 

revealed a moderate physiological response 

characterized by a discernible level of rela-

tive stability in the measured values that are 

shown in figure (3).

	 In parallel, the condition of expo-

sure extending over a duration of five min-

utes, in certain instances, indicated a rever-

sion to baseline levels, thereby implying the 

existence of an intrinsic regulatory mecha-

nism within the human body that effectively 

restores homeostatic balance. This is shown 

in figure (4).

 



55

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Applied Sciences: 47 – 61                Abdulsamad, et la.

	 Exposure for five minutes, in some 

cases, showed a return to baseline levels, sug-

gesting the presence of a regulatory mecha-

nism in the body that restores balance.

Figure (4) : magnesium level at 5 minutes.

	 On the other hand, when exposed 

to the helium-neon laser, females showed a 

bigger increase in magnesium (30%) and a 

longer and more consistent response than 

males shown in (Figure 5) and table (2). At 

the 1-minute mark, there is no significant 

difference between males and females (p 

> 0.05). However, at 3 and 5 minutes, the 

difference becomes statistically significant 

(p < 0.05), with females showing a greater 

increase in magnesium levels than males. 

Males had more pronounced oscillations and 

an initial decrease before going back to base-

line. These sex differences are consistent with 

known physiological variations influencing 

magnesium homeostasis in vivo (Avinash et 

al., 2013; Lowenstein & Stanton, 1986), such 

as the role of estrogen in systemic magne-

sium handling (Avinash et al., 2013). How-

ever, given the in vitro nature of this study 

using serum, these observed differences 

likely arise from baseline variations in serum 

composition itself. It is plausible that the la-

ser interacts differently with serum compo-

nents, perhaps influencing the conformation 

or binding affinity of magnesium-binding 
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proteins like albumin 29,30 , which may vary 

between sexes. Age also played a big role 

in the magnesium response. The 15-45 age 

group responded faster and more consistent-

ly while the over 45 age group responded 

slower and less and with longer recovery 

time. These age differences may reflect un-

derlying physiological changes associated 

with aging (Dominguez et al., 2024), which 

can impact cellular function in vivo 31 . Sim-

ilarly, in our in vitro context, the diminished 

response in the older group could be linked 

to age-related alterations in serum proteins or 

other components, potentially affecting their 

interaction with the laser light and subsequent 

influence on measurable magnesium levels.

   Figure (5) : Comparison of Magnesium Changes Between Males and Females    

	 Table (2) shows the statistical sum-

mary of changes in serum magnesium levels 

(ΔMg) among male and female subjects fol-

lowing helium-neon (He-Ne) laser exposure 

at time intervals of 1, 3, and 5 minutes. The 

table presents the mean change, standard de-

viation (SD), and standard error (SE) for each 

group.
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Table (2). Statistical changes in serum magnesium levels after helium-neon (He-Ne) laser exposure
Time (Minutes)GroupMean ΔMg (mg/dl)Standard Deviation (SD)Standard Error (SE)

1 MinuteMale0.0180.560.18
Female-0.2180.350.11

3 MinutesMale-0.0190.480.15
Female0.2300.360.12

5 MinutesMale-0.0980.710.22
Female0.4300.510.16

4.CONCLUSION

	 He-Ne laser irradiation affects hu-

man serum magnesium levels through ex-

posure dependence on duration as well as 

through sex and age variations according to 

this research. Magnesium levels stayed el-

evated for longer durations in females and 

subjects under 40 years old increased their 

magnesium levels faster. Additional research 

needs to be conducted to determine how 

low-energy laser therapy affects mineral 

equilibrium according to the current findings. 

Additional research must examine what caus-

es these changes in serum magnesium levels 

while also studying different laser parameters 

and assessing long-term effects in living tis-

sue. Such complete understanding between 

these interactions holds potential for develop-

ing new non-invasive therapeutic techniques.

5.ACKNOWLEDGMENT

	 We gratefully acknowledge the 

support of Al-Saraya Care Clinic, especially 

Dr. Essam Al-Naqqa and Dr. Omar Ali, for 

their generous contribution of samples and 

data, which were essential for creating the 

database used in this study.

6.REFERENCES

1- Altaf B, Abdul Aziz M, Sikander AM, Ali 

GQ, Aftab AQ. Magnesium and its essen-

tial role in health. Journal of Human Health, 

(2005), 15:33-35.

2-Ismail AA, Ismail NA. Magnesium: A min-

eral essential for health yet generally underes-

timated or even ignored. Journal of Nutrition 

& Food Sciences, (2016), 6(2):1-8. https://

doi.org/10.4172/2155-9600.1000523

3-Vaquero MP. Magnesium and trace ele-

ments in the elderly: Intake, status, and   rec-

ommendations. Journal of Nutrition, Health 

& Aging, (2002), 6(2):147-153.



58

SJUOB (2025) 38 (1) Applied Sciences: 47 – 61                Abdulsamad, et la.

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

4-Feillet-Coudray C, Coudray C, Gueux E, 

Mazur A, Rayssiguier Y. A new in vitro blood 

load test using a magnesium stable isotope 

for assessment of magnesium status. Journal 

of Nutrition, (2003), 133(4):1220-1223. 

https://doi.org/10.1093/jn/133.4.1220

5-Cunningham J, Rodríguez JM, Messa P. 

Magnesium in chronic kidney disease stages 

3 and 4, and in dialysis patients. Clinical Kid-

ney Journal, (2012), 5(1):i39-i51. https://doi.

org/10.1093/ndtplus/sfr166

6-Saris NE, Mervaala E, Karppanen H, Kha-

waja JA, Lewenstam A. Magnesium: An up-

date on physiological, clinical, and analytical 

aspects. Clinica Chimica Acta, (2000), 294(1-

2):1-26. 

h t t p s : / / d o i . o r g / 1 0 . 1 0 1 6 / S 0 0 0 9 -

8981(99)00258-2

7- Bianconi E, Piovesan A, Facchin F, Be-

raudi A, Casadei R, Crosetti F, et al. An es-

timation of the number of cells in the human 

body. Annals of Human Biology, (2013), 

40(6):463-471.

 https://doi.org/10.3109/03014460.2013.807

878 

8-Touyz RM. Transient receptor potential 

melastatin 6 and 7 channels magnesium 

transport and vascular biology: Implications 

in hypertension. American Journal of Phys-

iology-Heart and Circulatory Physiology, 

(2008), 294(3):H1103-H1118. https://doi.

org/10.1152/ajpheart.00297.2007

9-Taif A. Overview of He-Ne laser. Re-

searchGate, (2017). https://doi.org/10.13140/

RG.2.2.12816.87049

10- Hamid MA, Marouf AA, Abdalla MD. 

Helium-Neon laser effects on human whole 

blood by spectroscopy: An in vitro study. 

Asian Journal of Physical and Chemical Sci-

ences, (2019), 7(1):1-6. 

https://doi.org/10.9734/AJOPACS/2019/

v7i130095 

11-Kanagathara N, Thirunavukkarasu M, 

Jeyanthi EC, Shenbagarajan P. FTIR and 

UV-Visible spectral study on normal blood 

samples. International Journal of Pharma-

ceutical and Biological Sciences, (2011), 

1(2):74-81.

12-Obeed HH, Huzam MJ, Ridha NJ, Alos-

fur FKM, Tahir KJ, Madlol R, Hussein BM. 

Comprehensive study on the effect of laser on 

human blood. AIP Conference Proceedings, 

(2022), 2386(1).  

https://doi.org/10.1063/5.0068317

13- Csele M. Fundamentals of light sources 

and lasers. Hoboken, NJ: John Wiley & Sons; 



59

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Applied Sciences: 47 – 61                Abdulsamad, et la.

2004. DOI: 10.1002/047165119X  

14-Ghadage VH, Kulkarni GR, Zaware BN. 

He-Ne laser irradiation of blood in vitro and 

FTIR spectral analysis. Int J Chem Phys Sci. 

2015;4:148-53.

15-de Oliveira, M.C., Krueger, G.F., Sganzer-

la, J.T., Gassen, H.T., Hernández, P.A.G., da 

Costa Allgayer, M. and Miguens-Jr, S.A.Q., 

2021. Effect of Radiotherapy and low-level 

laser therapy on circulating blood cells of 

rats. Journal of Lasers in Medical Scienc-

es, 12, p.e45 

https://doi.org/10.34172/jlms.2021.e45

16-Anju M, Chacko L, Chettupalli Y, Maiya 

AG, Ummer VS. Effect of low level laser 

therapy on serum vitamin D and magnesium 

levels in patients with diabetic peripheral 

neuropathy–a pilot study. Diabetes & Met-

abolic Syndrome: Clinical Research & Re-

views. 2019 Mar 1;13(2):1087-91. 

https://doi.org/10.34172/jlms.2021.e45

17- Nazal FY. The Effect of He-Ne laser Ra-

diation and Temperature of Blood in Vitro on 

the Erythrocytes Sedimentation Rate Values 

in Healthy People. University of Thi-Qar 

Journal Of Medicine. 2016;12(2):121-30.

18- Falih HY, Msayer KH. Evaluation of the 

effect of the helium-neon laser (632.8 nm)  

on erythrocyte sedimentation rate (ESR) and 

packed cell volume (PCV). Samarra Jour-

nal of Pure and Applied Science. 2023 Dec 

30;5(4):127-39. 

 https://doi.org/10.59247/sjpas.2023.

v5i4.111.

19-Alnayli RS, Shanon ZS, Hussein FS, 

Sagban HH. The Effect of LASER on Blood 

Viscosity and Its Influential Relation on the 

Rapidity of Red Blood Cells Precipitation. 

American International Journal of Research 

in Science, Technology, Engineering & 

Mathematics. 2017;19(1):69-74.

20-Slewa MY, Bader BA, Hamam FM, 

Banoosh AM, Jarjees BW. Laser Therapy 

Stimulation at Red Low-level on Some Hu-

man Blood Cells. NeuroQuantology. 2022 

Mar;20(3):166-72. 

DOI: 10.14704/nq.2022.20.3.NQ22056

21-Mohseen HK, Madlum KN, Abd Jabbar 

H. Effect of Low Level Laser Irradiation on 

White and Red Blood Cells after Different 

Storage Periods. Int. J. Drug Deliv. Technol. 

2020;10(4):617-9.

 DOI: 10.25258/ijddt.10.4.19

22-Chuang YC, Cheng YY. Application 

of Intravenous Laser Irradiation of Blood 

(ILIB) in Physical Medicine: A Narrative 



60

SJUOB (2025) 38 (1) Applied Sciences: 47 – 61                Abdulsamad, et la.

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

Review. Rehabilitation Practice and Science. 

2024;2024(1):2. 

DOI: https:/ /doi.org/10.6315/3005-

3846.2230

23-Zaichkina SI, Dyukina AR, Rozanova 

OM, Romanchenko SP, Sirota NP, Kuznetso-

va EA, Simonova NB, Sorokina SS, 

Zakrzhevskaya DT, Yusupov VI, Bagratish-

vili VN. Combined effect of low-intensity 

helium-neon laser and X-ray radiation on in 

vivo cellular response of the whole blood 

and lymphoid organs in mice. Bulletin of 

experimental biology and medicine. 2016 

Sep;161:679-82.

 https://doi.org/10.1007/s10517-016-3484 

24-Hawkins D, Abrahamse H. Biological 

effects of helium-neon laser irradiation on 

normal and wounded human skin fibroblasts. 

Photomedicine and Laser Therapy. 2005 Jun 

1;23(3):251-9.

https://doi.org/10.1089/pho.2005.23.251

25-Schmitz C, Perraud AL, Fleig A, Schar-

enberg AM. Dual-function ion channel/pro-

tein kinases: novel components of vertebrate 

magnesium regulatory mechanisms. Pediat-

ric research. 2004 May;55(5):734-7. 

h t t p s : / / d o i . o r g / 1 0 . 1 2 0 3 / 0 1 .

PDR.0000117848.37520.A2   

26- Margarone D, Cirrone GP, Cuttone G, 

Amico A, Andò L, Borghesi M, Bulanov SS, 

Bulanov SV, Chatain D, Fajstavr A, Giuffrida 

L. ELIMAIA: A laser-driven ion accelerator 

for multidisciplinary applications. Quantum 

Beam Science. 2018 Apr 2;2(2):8. 

https://doi.org/10.3390/qubs2020008  

27-Maruyama T, Imai S, Kusakizako T, Hat-

tori M, Ishitani R, Nureki O, Ito K, Maturana 

AD, Shimada I, Osawa M. Functional roles 

of Mg2+ binding sites in ion-dependent gat-

ing of a Mg2+ channel, MgtE, revealed by 

solution NMR. Elife. 2018 Apr 3;7:e31596. 

 https://doi.org/10.7554/eLife.31596 

28.Karu TI. Low-power laser therapy. In: Vo-

Dinh T, editor. Biomedical Photonics Hand-

book. Boca Raton, FL: CRC Press; 2003. p. 

48-1–48-25..

29- Avinash SS, Sreekantha, Goud BM. 

Magnesium Metabolism in Menopause. Nu-

trition and Diet in Menopause. 2013:213-23., 

pp.213-223.

 DOI: 10.1007/978-1-62703-373-2_16 

30--Lowenstein FW, Stanton MF. Serum 

magnesium levels in the United States, 1971-

1974. Journal of the American College of Nu-

trition. 1986 Jan 1;5(4):399-414.

https://doi.org/10.1080/07315724.1986.1072



61

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Applied Sciences: 47 – 61                Abdulsamad, et la.

0148

31-Dominguez LJ, Veronese N, Barbagallo 

M. Magnesium and the Hallmarks of Aging. 

Nutrients. 2024 Feb 9;16(4):496.

 DOI: 10.3390/nu16040496



62

Scientific Journal of University of Benghazi

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Applied Sciences: Daw et la , 62 – 85
www.sjuob.uob.edu.ly

A Comparative Study of Perturb & Observe and ANN-Based 
MPPT Algorithms Under Various Environmental Conditions
Mohammed .O. Daw¹*, Saleh.M. Shalem¹, Laith Jaafer Habeeb2, Ayoub O . Faraj¹, 
abdulwahab garboa3.
1 Electrical  Engineering Department, Faculty of Engineering, University of Benghazi, 
Benghazi, Libya.
2 Training and Workshop Center, University of Technology- Iraq, 10066 Baghdad, Iraq.
3 The Higher Institute of Science and Technology, Elmarej, Libya

Received: 02 / 02 / 2025    Accepted: 05 / 10 / 2025   Publishing: 29/06/2025

ABSTRACT
	  This Photovoltaic energy is a promising renewable energy source because it provides a 
cleaner alternative to fossil fuels. However, the output power of a PV system is affected by factors like 
solar irradiance and temperature that can change and influence its performance. Therefore, techniques 
for maximum power point tracking must be developed so the photovoltaic system produces the max-
imum power. These techniques guarantee that the PV system has the highest power point at all times 
regardless of weather conditions. The two types of controllers that are presented in this paper are based 
on the traditional Perturbation and Observation method and the use of artificial neural networks. From 
simplicity, low cost, and suitability for medium to large photovoltaic systems, the Perturbation and 
Observation method is chosen. On the other hand, artificial neural networks is well suited to manage 
complex systems and may assist in improving maximum power point tracking. In addition, the perfor-
mance of these two methods is compared to a fuzzy logic-based MPPT approach that was developed 
and published in a previous study. The controllers were evaluated under various environmental con-
ditions using MATLAB/Simulink. The results demonstrated that the artificial neural networks-based 
controller outperformed both the Perturbation and Observation and fuzzy logic controller methods in 
terms of efficiency and overall performance. Additionally, the artificial neural networks approach sig-
nificantly minimized power fluctuations. However, the fuzzy logic controller method showed a faster 
response in reaching the maximum power point compared to both the artificial neural networks and 
Perturbation and Observation techniques.

Keywords: Artificial Neural Networks, DC-DC Boost converter, MATLAB-Mathematics Labora-
tory, MPPT, Perturbation and Observation, Solar photovoltaic.
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1.INTRODUCTION

	 The photovoltaic (PV) systems 

offer a cleaner environment and assist to 

exploit the economic advantages of the sus-

tainable solar energy and hence promote the 

production of electricity. These systems are 

nowadays available and differ, as they have 

low operation costs, minimal maintenance, 

and are among the cleanest energy sources. 

Their main disadvantage is geometry-related 

low efficiency in turning solar energy into 

electricity. The PV modules are subject to 

environmental factors like temperature and 

sunlight radiation to test their performance1[ ] 

that impact the amount of energy that is col-

lected in varying weather conditions. Max-

imum power point (MPP) at which the op-

timum energy is delivered may therefore be 

variable depending on solar irradiation and 

temperature of the solar cells as well as the 

load conditions[3 ,2[  . To accurately track this 

point, an effective tracker is placed between 

the PV system and the load. The tracker must 

be designed for high performance, fast re-

sponse times, and minimal fluctuations. Due 

to the unpredictable irradiance and tempera-

ture, it is not feasible to connect the load to 

the PV system directly to obtain maximum 

power. Instead, we need a balance of system 

(BOS), which in general is a DC-DC con-

verter to adapt the load appropriately. The 

power to the load is delivered effectively us-

ing this converter[4] . It has been proposed in 

the literature, many strategies exist to solve 

this problem, each having different complex-

ity, response time, cost, and type, as well as 

several sensors needed for hardware imple-

mentation [5-10]. However, these strategies can 

generally be divided into two distinct broad 

categories. The first type of these methods 

is common traditional methods like Perturb 

and Observe (P&O) and incremental conduc-

tance (IC), etc. Nevertheless, these methods 

have several shortcomings, including oscilla-

tions near the maximum power point and low 

efficiency upon large irradiance changes. The 

second type of method used to address these 

challenges is founded on techniques from 

artificial intelligence (AI), such as artificial 

neural networks (ANN) and fuzzy logic. In 

a previously published study by the authors 

[11], we proposed we implemented a fuzzy 

logic-based MPPT controller and assessed 

its effectiveness under various environmen-

tal conditions. The fuzzy logic technique 

exhibited strong adaptability and rapid con-
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vergence to the maximum power point, along 

with a noticeable reduction in power oscilla-

tions. However, it required precise parameter 

tuning and imposed a relatively high com-

putational burden compared to conventional 

methods. To further enhance MPPT efficien-

cy while maintaining implementation sim-

plicity, this study investigates and compares 

two alternative techniques: the conventional 

P&O algorithm and an ANN-based control-

ler. These methods were implemented and 

tested under varying irradiance and tempera-

ture conditions using MATLAB/Simulink. 

The results were then compared with those 

from a previous study by the authors, which 

employed a fuzzy logic controller (FLC). The 

performance of all three techniques was eval-

uated in terms of tracking efficiency, dynamic 

response, system complexity reduction, and 

output stability. Due to its simplicity, the PV 

module’s characteristics are simulated using 

a one-diode mathematical model of a solar 

cell. Additionally, a boost-type DC/DC con-

verter is used, chosen for its appropriateness 

in standalone applications. Therefore Fig.1 

illustrates the complete proposed photovolta-

ic system, which comprises several key com-

ponents: the PV array, the MPPT algorithms, 

and the DC/DC boost converter.

Figure .(1):  The complete proposed photovoltaic system
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2.MODELING OF PV ARRAY

A solar cell is an electrical device that uses 

the photovoltaic effect to transform light 

energy into electricity.   Figure (2) depicts 

a single-diode model of the equivalent cir-

cuit of a PV cell.   This model includes a 

current source (photocurrent), a diode (D), 

series resistance, which is responsible for 

the internal resistance of the current flow, 

and shunt resistance, which is responsible 

for the leakage current [7, 12]12]</style></
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Figure.(2): PV cell equivalent circuit.

	 Under the condition of solar PV cell 

being illuminated by solar irradiance, the cur-

rent output of a cell could be calculated based 

on Kirchhoff law as shown in Equation 1.

	 The light-generated current is pri-

marily influenced by the sunlight irradiance 

and the operating temperature of the PV cell, 

as described in Equation 2.

- ----(2)

	 The PV saturation current (IS) var-

ies as a cubic function of the temperature (T) 

of the PV cell, and it is represented in Equa-

tion 3.

---(3)

	 The reverse saturation current ( Irs ) 

can be roughly calculated using Equation 4.

Where:

I: Current of PV.

V: Voltage of PV.

Iph: The light generated current.

Is : The PV saturation current.

Irs : The reverse saturation current.

Isc : short circuit current.

T : operating temperature of  PV module in 
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kelvin.

Tref : temperature of reference =298K.

Rsh : Shunt resistor of the PV.

Rs: Series resistor of the PV.

A : An ideality factor. 

K : Boltzmann constant ( 1.38065003J/K).

G :  Solar radiation.

Ki : Short-circuit current temperature coeffi-

cient.

Nser  : Series number of cells.

Eg : the band gap energy for silicon = 1.1 e V.

q :  is the electron charge (1.60217646  C)

A photovoltaic (PV) cell’s I-V and P-V char-

acteristics, which show how a PV array typ-

ically behaves at different temperatures and 

sunlight irradiance, affect how much elec-

tricity the cell produces.  The I-V and P-V 

characteristics of a standard PV (MSX-60W) 

are shown in Figure. (3) are presented at var-

ious temperatures, while Fig.4 showcases 

these characteristics under different levels 

of sunlight irradiance [2]. The output voltage 

of a PV system is affected by temperature, 

typically decreasing as temperatures rise. In 

contrast, the output current increases linear-

ly with higher solar irradiance, meaning that 

greater sunlight exposure leads to increased 

current generation. The P-V curve depicts the 

relationship between output power (P) and 

voltage (V), with the maximum power point 

(MPP) clearly marked. MPP is subject to 

variation based on weather conditions.

Figure. (3): I-V and P-V characteristics of a typical PV module at various temperatures
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Figure .(4): I-V and P-V characteristics under different levels of sunlight irradiance.

The parameters for the PV array (MSX60 at 1000 W/m² and 25°C) are provided in Table (1).

Table .(1): Parameter specification of MXS 60 PV module.
Parameter Variable value
Voltage at MPP VMPP 17.1V
Current at MPP IMPP 3.5 A
Power at MPP PMPP 60W
Open circuit voltage Voc 21.1 V
Short circuit current Isc 3.8A
coefficient of temperature for short circuit current Ki 0.06 mA/
total number of cells connected in series Nser 36
total number of cells connected in parallel Np 1
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3.DC-DC BOOST  CONVERTER

	 Connecting a PV panel directly to a 

load can result in significant power losses due 

to impedance mismatch. A DC-DC converter 

with the proper impedance matching is nec-

essary to optimize the PV panel’s power flow 

to the load. This paper adopts a boost con-

verter topology because of its grid connec-

tion suitability. A boost converter is so named 

because it produces an output voltage higher 

than its input. The circuit shown in Figure. (5) 

includes an inductor, switch, diode, and ca-

pacitor, and works as a switching converter 

by regularly turning the electronic switch on 

and off [13].

Figure. (5). The circuit diagram of the boost converter

	 The boost converter has two oper-

ation modes. The diode is reverse-biased in 

the first mode, which allows current to rise 

and flow to the load via the switch and induc-

tor when the switch is ON.  When the switch 

is off in the second mode the diode is for-

ward-biased and allows the inductor to dump 

its current into the load through the capacitor 

[14, 15]. The connection between input and out-

put voltage is expressed by Equation 5:

Where:

-Vout and Vin: input and output voltages.

-D: duty cycle.

	 The boost converter’s inductor and 

capacitor are designed based on the perfor-

mance requirements of the boost function, 

with their values calculated using Equations 

6 and 7. 
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 )6(--

--(7)

Where: 

D is Duty cycle.

  is Inductor current ripple.

Output voltage ripple.

fs is switching frequency.

The design of DC-DC boost converter is 

shown in Table (2).

Table .(2): The designed specifications for the boost converter
Parameter Symbols values
Input capacitor (uf) Cinp 225
Output capacitor (uf) Cout 200
Inductor (mH) L 3
Switching frequency (KHz) fs 5
Resistive load () R 50

4.MAXIMUM POWER POINT TRACK-

ING TECHNIQUES

	 Control objective is to efficiently 

capture and harvest the utmost power of pho-

tovoltaic (PV) arrays according to the present 

solar radiation levels. A large number of var-

ious algorithms have been devised to locate 

MPP. They differ in the required use of sen-

sors, complexity, price, scope of applicability, 

tracking rate, efficiency, capability of tracing 

radiation or temperature changes, hardware 

necessary and popularity. A thorough review 

of various MPPT algorithms, including their 

mathematical formulas, working principles, 

and diagrams/flowcharts, can be found in [16] 

.This paper focuses on two MPPT methods.

P&O: This method involves continuously 

adjusting the operating point of the PV sys-

tem. By perturbing the voltage or current and 

observing the resulting power output, the sys-

tem can determine how to maintain the max-

imum power point.

ANN: This approach utilizes the adaptive 

learning capabilities of neural networks to 

optimize the power output from PV systems.

Both methods will be explored in depth in the 

subsequent sections.
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4.1.P&O Method

	 P&O is one of the most popular 

MPPT techniques of PV systems, which is 

easy to use and reasonably priced.  The PV 

panel measurement’s voltage (V), current (I), 

and initial power (P1) initiate the connection. 

The operating voltage is then adjusted slightly 

and another power reading is obtained (P2). 

The power change (ΔP) is given by the dif-

ference between P2 and P1. When +ΔP (P2 

-P1) the perturbation is moving the system 

towards MPP, hence the algorithm should 

continue perturbing in the same direction. On 

the other hand, when -ΔP (P2 < P1) then this 

indicates that the perturbation has shifted be-

yond the MPP and the algorithm will change 

direction. This cyclic procedure continues to 

adjust the voltage until it reaches and har-

vested the maximum power point of the PV 

panel. The overview of the P&O algorithm is 

presented in Table (3)  [17, 18]. This technique 

offers several benefits, including its simplici-

ty and widespread use. However, it does have 

limitations, particularly in rapidly changing 

atmospheric conditions or when multiple lo-

cal maxima are present. Additionally, it may 

exhibit slow response times to the MPP and 

cause oscillations around the MPP. Despite 

these drawbacks, its easy implementation 

keeps it a favored option in many PV appli-

cations[19]. Figure.(6) displays a flowchart that 

explains the P&O MPPT technique.

Table .(3): Scheme of the P&O algorithm.
Present perturbation (ΔV) Change in power ΔP Next perturbation direction
ΔV > 0 ΔP > 0 Positive (Duty ratio decrease)
ΔV > 0 ΔP < 0 Negative (Duty ratio increase)
ΔV < 0 ΔP > 0 Negative (Duty ratio increase)
ΔV < 0 ΔP < 0 Positive (Duty ratio increase)
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Figure. (6): flowchart of the P&O MPPT technique

4.2:ANN based MPPT

	 Artificial neural network control-

lers have become in recent years very popu-

lar to track the maximum power point in pho-

tovoltaic systems because of their ability to 

deal with the complex and nonlinear behavior 

of the system [20]. The ANN based MPPT is 

realized by utilizing the fact that the neural 

network can compute without requiring any 

manual programming and without requiring 

any learning based on data. With the highly 

correlated parameters being known, e.g. irra-

diance of the sunlight, temperature and pow-

er output, an ANN can be used to predict the 

MPP and also enhance the tracking accuracy 

and efficiency even in various environmental 

situations. This is done by training the net-

work on a dataset comprising of input, such 

as irradiance and temperature, as well as out-

put expressed in terms of duty cycle values. 

The studies in the literature [21, 22] have consid-

ered many MPPT techniques based on ANN. 

The three processes involved in developing 

an artificial neural network (ANN) can be 

summed up as follow:

1.ANN architecture selection: The ANN ar-

chitecture (depth and width of the network 

and the problem complexity) of the ANN is 
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determined by the number of layers (depth) 

and neurons (width) and amount of avail-

able data. Moreover, by selecting appropriate 

activation function (e.g., Sigmoid, Tanh or 

ReLU), the network would learn nonlinear 

relationships.

2.Collecting of data: Data collection entails 

putting down vital inputs and their relatable 

outputs. This comprises environmental con-

ditions such as solar irradiance, temperature 

and the systems response such as power gen-

eration. This is the set of data points that are 

utilized in training the network and making it 

more accurate, and it is called training points.

3.Network Training and validation: Network 

training is performed by training the ANN 

with some suitable optimization algorithm, 

such as backpropagation using processed 

data. Network validation is however the pro-

cess in which the accuracy and the robustness 

of the trained ANN are tested on another 

dataset.

4.3.Choosing the ANN architecture:

	 The developed neural network is 

a Multi-Layer Perceptron (MLP) with three 

layers: an input layer with two neurons (tem-

perature and irradiance), a hidden layer with 

ten neurons using a sigmoid activation func-

tion, and an output layer with one neuron to 

determine the duty cycle using a linear acti-

vation function, as shown in Figure.(7). The 

network works by multiplying inputs with 

weights, summing them, and passing the re-

sult through the activation function to gener-

ate the output. By adjusting the weights and 

activation function, the network learns to 

recognize patterns. Equation 8 illustrates the 

neural network’s operation:

---(8)

Where 

ai is the output of ANN at node i.

Wij weighted between the nodes i and j.

X j is the state variable evaluated by the acti-

vation function.

Figure. (7): The neural network configuration.
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5.DATA COLLECTION

	 The training phase involves collect-

ing data and outlining the steps to create a 

dataset for training a neural network that can 

predict the Duty Cycle (D) required to control 

the converter for optimal efficiency, based on 

input parameters solar irradiance (G) and 

temperature (T). The data collection process 

is illustrated in the flowchart in Fig. 8. It be-

gins by defining the required parameters and 

constants, with a total of N=3000 represent-

ing the number of data samples to be gener-

ated. The temperature range is set between 

5°C and 45°C (Tmin=5, Tmax=45), and the 

solar irradiance range is set from 10 to 1000 

W/m² (Gmin=10, Gmax=1000). During each 

iteration, random temperature and irradiance 

values are generated within these ranges to 

ensure diversity in the dataset. The photo-

voltaic system is then simulated in the SIM-

ULINK-MATLAB environment, through 

simulation, the maximum voltage (Vmp) 

and maximum power (Pmp) at the maximum 

power point (MPP) are obtained, these values  

are stored in the MATLAB workspace, and 

from these values,   the impedance at MPP 

(Rmpp) is calculated using Equation 9:

)9(---

	 The Duty Cycle (D) is then calcu-

lated using the equation 10: 

	 where the load resistance (Rload) is 

assumed to be 50 Ω.

The generated input values (G and T) and the 

computed duty cycle (D) are stored in matri-

ces. The input matrix contains the values of 

G and T, while the output vector contains the 

corresponding duty cycle values. This data-

set, organized as input-output pairs, is ready 

to be used to train the neural network. After 

training, the neural network will be able to 

predict the duty cycle based on new input 

values of solar irradiance and temperature, 

allowing for efficient real-time control of the 

PV system.
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Matlab Simulink Matlab Script

Initialize variables
Tmin , Tmax 

Gmin, Gmax

Generate Random
T=(Tmax-Tmin)* rand +Tmin;

G=(Gmax-Gmin)*rand + Gmin;

Compute Values

Rmpp=(vg^2)/pg;
d=1-sqrt(Rmpp/Rl);

Store Results
Input=[G T]
Output=[d]

Calculate

Vmax , Pmax

Return 

T

G

P

V

Pmax

Vmax

Figure. (8): Data Collection Flow Diagram

6.NETWORK TRAINING AND VALI-

DATION

	 An artificial neural network (ANN) 

was created using MATLAB’s neural net-

work toolbox and the input/output data that 

had been gathered in the previous step.  De-

pending on the availability of sensors, tem-

perature and solar radiation were employed 

as input signals. To make implementation 

easier, the ANN’s output was defined as the 

boost converter’s duty cycle.  The Leven-

berg-Marquardt algorithm was trained on 

a dataset of 3000 tests running under vari-

ous radiation and temperature conditions.  

Three subsets of the data were created: 15% 

for testing, 15% for validation, and 70% for 

training. The training process concluded after 

307 epochs, as illustrated in Figure.(9). The 

best validation performance was achieved at 

epoch 301, with a mean square error (MSE) 

of 1.2171e-8, as shown in Figure.(10). The 

ANN error histogram for testing, validation, 

and training is shown in Figure. (11).  The er-

ror is separated into 20 bins with a bin width 

of 0.00057945, ranging from -0.00654 to 

0.005045.  The number of samples falling 

within a given error range is shown by each 

vertical bar. The error histogram indicates 

that roughly 99% of the errors fall within 

the range of -0.00105 to 0.000775, with a 

few outliers. Near the orange “Zero Error” 

line, the bin at -0.000165 contains over 1500 

samples from the validation dataset. The 
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convergence of the histogram to zero across 

20 bins underscores the ANN’s efficiency in 

achieving MPPT. This is further validated by 

the regression analysis shown in Figure.12, 

which highlights the accuracy of the ANN’s 

output predictions in relation to the input, 

with a regression value of R = 1. The error 

is defined as the variance between the duty 

cycle generated by the ANN model and the 

intended target duty cycle, calculated by sub-

tracting the output from the target. As shown 

in the regression plot, the regression plot, the 

Levenberg-Marquardt (LM) algorithm was 

good at training the data, since the error was 

minimized and the output is very close to the 

desired values.

Figure. (9): Training performance of ANN

Fig. 10: Validation performance of ANN

Figure. (11): Error histogram
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Figure. (12): Regression plot

7.RESULTS AND DISCUSSION

	 The simulation results of the sug-

gested system, which was developed and 

analyzed using MATLAB and Simulink, are 

provided in this section.  It is made up of load, 

DC-DC converter, MPPT controller, and PV 

arrays.  Table (1) displays the PV array’s elec-

trical properties.  Two approaches have been 

used to evaluate the system’s performance 

using the P&O algorithm and an ANN-based 

method. Figure. (13) and Figure. (14) illus-

trate the design and the architecture of both 

approaches. Extensive testing and analysis 

of the solar radiation conditions AND tem-

perature were conducted on both techniques. 

In addition, for a comprehensive evaluation, 

a comparison is made with the previously 

developed FLC from our earlier work. It is 

important to note that the detailed results and 

analysis of the FLC method were extensively 

discussed and published in[11]; therefore, only 

the comparative results between FLC, P&O, 

and ANN methods are presented and ana-

lyzed in this section.

	 The simulations were conducted 

by dynamically varying the solar irradiance 

levels. Initially, the irradiance decreased from 

1000 W/m² to 800 W/m² within 0.2 seconds, 

followed by a drop to 400 W/m² at 0.3 sec-

onds, and then further declined to 200 W/

m² at 0.7 seconds. Subsequently, it returned 

to the standard test condition of 1000 W/

m² at 0.7 seconds, as illustrated in Fig. 15. 

Throughout this scenario, the ambient tem-

perature was maintained constant at 25 °C.

	 In a separate scenario, the tem-

perature variation was studied while keeping 

the solar irradiance fixed. The temperature 

increased from 15 °C to 25 °C within 0.2 

seconds, then rose to 35 °C at 0.4 seconds, 

and finally reached 45 °C at 0.6 seconds, as 

shown in Fig. 16, with the irradiance held 

constant at 1000 W/m²..
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Figure. (1 3): Simulink Model of P&O

Figure. (14): Simulink Model of ANN

Figure. (15): Solar irradiance levels

Figure. (16): Solar Temperature Variation

	 Figure.(17) pr esents the simulation 

results for the PV panel’s output power, cur-

rent, and voltage using the P&O algorithm 

under dynamically changing irradiance con-

ditions. In this setup, the duty cycle incre-

ment (ΔD) was set at 0.005 to ensure effec-

tive tracking of the MPP. As anticipated, a 

trade-off emerges between the convergence 

speed the time needed to reach steady state 

and the magnitude of oscillations around the 

MPP. These two characteristics are inherently 

linked to the value of the duty cycle incre-

ment; minimizing oscillations slows down 

convergence, whereas faster convergence 

results in larger oscillations. In this simula-
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tion, the MPP was achieved in approximately 

0.014 seconds at an irradiance of 1 kw/m². Si-

multaneously, the effect of temperature vari-

ation at constant irradiance was also exam-

ined. Figure.(18) shows the PV panel’s output 

performance under gradually increasing tem-

perature levels. Under these conditions, the 

MPP was reached in about 0.01 seconds at 

1 kw/m² irradiance. The results indicate that 

although the P&O method is capable of ac-

curately tracking the MPP, it responds rela-

tively slowly to sudden changes in irradiance 

and temperature. Moreover, the method ex-

hibits noticeable fluctuations around the op-

timal point, achieving a tracking efficiency 

of 96.2% under constant temperature condi-

tions and 97.54% under constant irradiance at 

25°C.

	 Figure.(19) illustrates the simula-

tion results of the ANN-based MPPT algo-

rithm, showing the PV panel’s output pow-

er, current, and voltage under dynamically 

changing irradiance conditions while main-

taining a constant temperature. The ANN 

demonstrated excellent performance, reach-

ing the Maximum Power Point (MPP) in just 

0.008 seconds, compared to 0.014 seconds 

required by the P&O algorithm. Similarly, 

Figure.(20) presents the ANN’s performance 

under varying temperature conditions at con-

stant irradiance. The ANN method resulted in 

a significantly smoother power curve, exhib-

iting fewer fluctuations around the operating 

point and greater overall stability compared 

to the P&O method. The tracking efficiency 

achieved by the ANN algorithm was out-

standing, reaching 99.9% across all tested 

irradiance and temperature variations.

Figure. (17): Simulation results from P&O 

under vary ing irradiance conditions
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Figure. (18): Simulation results from P&O 

under varying temperature conditions

Figure. (19): Simulation results from ANN 

under varying irradiance conditions

 Figure. (20): Simulation results from ANN 

under varying temperature conditions

	 The tracking performance of the 

P&O, ANN, and previously published FLC 

algorithms was comparatively evaluated un-

der varying irradiance and temperature condi-

tions, as illustrated in Figure.(21) and Figure.

(22). Table (4) presents key performance indi-

cators including tracking efficiency, response 

time, and output power under different solar 

irradiance levels, while Table (5) summariz-

es the same metrics under varying tempera-

ture scenarios. The P&O method achieved 

dynamic tracking efficiencies of 96.20%, 

97.06%, 98.88%, and 92.29% at irradiance 

levels of 1000 W/m², 800 W/m², 400 W/

m², and 200 W/m², respectively. In contrast, 
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the ANN controller consistently maintained 

a high tracking efficiency of approximately 

99.9% across all irradiance and temperature 

variations, demonstrating superior reliability 

and accuracy. Although the FLC approach 

reported in our earlier publication showed a 

faster dynamic response compared to ANN 

and P&O, it exhibited more noticeable power 

fluctuations. By comparison, the ANN-based 

method delivered smoother output with min-

imal oscillations around the maximum power 

point, highlighting its effectiveness for stable 

PV system operation.

Figure. (21): Output power from P&O and 

ANN and FLC under varying irradiance 

conditions

 Figure. (22): Output power from P&O , 

ANN and FLC under varying temperature 

conditions
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Table .(4): Comparative Analysis of ANN ,P&O  and FLC MPPT Techniques under varying 

irradiance conditions.

Time responseTracking effi-
ciencyOutput powerMPPT algorithm Functional

conditions
0.014s96.20%57.578P&O

G1= 1000W/
m2 0.007s99.9459.81FLC

0.008s99.98%59.84ANN
0.01s97.06%46.72P&O

G2= 800W/
m2 0.00499.9248.10FLC

0.006s99.95%48.12ANN
0.018s98.88%23.782P&O

G3= 400W/
m2 0.00399.9224.03FLC

0.012s99.98%24.04ANN
0.01s92.29%10.9P&O

G4= 200W/
m2 0.00499.211.73FLC

0.006s99.99%11.81ANN

Table .(5): Comparative Analysis of ANN ,P&O  and FLC MPPT Techniques under  varying 

temperature conditions.

Time responseTracking efficiency Output
power

MPPT algo-
rithm

 Functional
conditions

0.03s97.33%60.66P&O
T1= 15 0.005s99.70%62.18FLC

0.006s99.93%62.30ANN
0.01s97.54%58.38P&O

T2= 25 0.002s99.86%59.77FLC
0.002s99.99%59.85ANN
0.01s97.45%55.87P&O

T3= 35 0.003s99.77%57.20FLC
0.004s99.91%57.28ANN
0.009s98.10%53.74P&O

T4= 45 0.004s99.61%54.57FLC
0.005s99.81%54.68ANN
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8.CONCLUSION

	 A comprehensive comparative 

study of three MPPT controllers are present-

ed: the classical P&O algorithm, an ANN-

based controller, and a previously published 

FLC method. The P&O algorithm success-

fully tracks the MPP, but with noticeable de-

lay and oscillations around the MPP, which 

are influenced by the duty cycle increment. 

Comparative results show that the ANN-

based controller achieves superior tracking 

accuracy, a significantly faster transient re-

sponse, and minimal steady-state power os-

cillations. Moreover, the Artificial Neural 

Network (ANN) exhibits exceptional adapt-

ability to abrupt variations in solar irradiance 

and temperature, consistently maintaining a 

dynamic efficiency above 99.9% even un-

der rapidly changing environmental condi-

tions. Although the FLC method, reported 

in our earlier work, provides a faster initial 

response than ANN and P&O, it is more 

complex to design and tune, and suffers from 

greater power fluctuations around the MPP. 

In contrast, the ANN-based approach offers 

a simpler and more flexible implementation 

for system designers, making it a highly prac-

tical solution. In addition, this paper offers a 

holistic view of MPPT control techniques, 

presenting a detailed analysis of their advan-

tages, limitations, and overall performance 

under various operating scenarios. The study 

further demonstrates the potential applicabil-

ity of these methods for photovoltaic system 

deployment in Libya, considering the differ-

ing climatic conditions between coastal cities 

and desert regions.
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ABSTRACT
	 This study evaluates the performance of the YOLOv7 algorithm for real-time 
object detection, emphasizing the impact of smartphone hardware capabilities (iPhone vs. 
Samsung) and environmental lighting conditions (day vs. night). Through extensive testing 
on diverse datasets, including urban scenes from Ajdabiya city, YOLOv7 demonstrated ro-
bust accuracy for high-contrast, well-represented objects such as cars (up to 0.96 accuracy) 
and appliances (e.g., microwave: 0.91). However, significant variability was observed in 
detecting occluded or small-scale objects (e.g., people: 0.33–0.88; plant pot: 0.28) and un-
derrepresented classes (e.g., fire extinguishers: undetected). Hardware-specific disparities 
emerged: iPhones outperformed Samsung devices in low-light scenarios (person detection: 
0.88 vs. 0.85), while Samsung exhibited superior dynamic range for trucks (0.90 vs. 0.89). 
Environmental factors, such as glare and overexposure, further exacerbated detection incon-
sistencies, particularly for traffic lights (nighttime range: 0.34–0.52). The study identifies 
critical gaps in YOLOv7’s generalizability, including sensitivity to dataset bias and environ-
mental conditions, and underscores the need for hardware-aware preprocessing and data-
set diversification. Future research should prioritize adaptive thresholding techniques and 
context-specific calibration to enhance reliability in real-world applications such as urban 
surveillance and autonomous systems.
Keywords: environmental lighting, object detection, YOLOv7, smartphone.
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 1.INTRODUCTION

	 Real-time object detection has 

emerged as a cornerstone of modern com-

puter vision, driving advancements in appli-

cations ranging from autonomous navigation 

to urban surveillance [1,2]. The YOLOv7 

algorithm, building upon the efficiency of 

its predecessors, introduces architectural 

innovations such as extended efficient lay-

er aggregation (E-ELAN) and dynamic la-

bel assignment, achieving state-of-the-art 

speed-accuracy trade-offs [3,4]. Despite its 

advancements, real-world deployment re-

mains hindered by environmental variabili-

ty (e.g., fluctuating lighting conditions) and 

hardware-specific disparities (e.g., sensor ca-

pabilities across smartphone platforms) [5,6].

Object detection frameworks are broadly 

classified into single-stage and two-stage ar-

chitectures [5]. Two-stage detectors, exempli-

fied by Faster R-CNN [7], prioritize precision 

through region proposal networks and sub-

sequent classification, albeit at the expense 

of computational speed [8]. In contrast, sin-

gle-stage detectors like YOLO [5] and SSD 

[9] unify localization and classification into 

a single pass, enabling real-time inference by 

directly predicting bounding boxes and class 

probabilities [4]. YOLOv7 refines this par-

adigm through architectural enhancements 

such as dynamic label assignment, achieving 

a balance between speed (>30 FPS) and ac-

curacy (e.g., 0.96 mAP for cars) [4,10], mak-

ing it particularly suited for latency-sensitive 

applications like autonomous systems and 

smartphone-based detection [11,12].

	 The operational mechanism of 

YOLO [5] revolutionizes object detection 

by dividing input images into a grid sys-

tem, where each cell concurrently predicts 

bounding boxes, class probabilities, and con-

fidence scores [5,4]. This single-pass design 

eliminates the computational overhead of 

region proposal networks, enabling real-time 

performance on consumer-grade hardware 

[10]. YOLOv7 further optimizes this frame-

work through feature reuse via E-ELAN and 

adaptive training strategies, enhancing both 

detection stability and scalability [4]. How-

ever, its efficacy remains contingent on hard-

ware-specific optimizations (e.g., iPhone’s 

low-light sensors vs. Samsung’s dynamic 

range) and environmental adaptability (e.g., 

glare, occlusion) [6,12].

	 Recent studies underscore the crit-

ical role of hardware and environmental 
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factors in detection reliability. For instance, 

smartphone sensors exhibit divergent capa-

bilities: iPhones excel in low-light scenarios 

[4], while Samsung devices demonstrate su-

perior dynamic range for objects like trucks 

[12].

	 Environmental challenges such as 

occlusions and variable lighting exacerbate 

inconsistencies, particularly for small-scale or 

underrepresented classes (e.g., traffic lights, 

fire extinguishers) [5,13]. While YOLOv7 

achieves high accuracy in controlled settings 

(e.g., 0.96 for cars) [4], its generalizability 

diminishes under heterogeneous real-world 

conditions, highlighting gaps in dataset di-

versity and adaptive preprocessing [6,12

Figure )1(: Types of Object Detection Algorithms – Single-Stage vs. Two-Stage Detectors [5].
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Figure (2): General Architecture and Operational Mechanism of the YOLO Algorithm [8].

	 Th e evolution of object detection 

has been shaped by cross-disciplinary ad-

vancements, from foundational feature ex-

traction techniques like SIFT [14] to modern 

deep learning architectures such as Efficient-

Net [15]. Early motion detection frameworks, 

including the Lucas-Kanade algorithm [16], 

demonstrated the viability of temporal anal-

ysis for tracking objects—a principle later 

refined in real-time systems like YOLOv7 

[4]. Simultaneously, breakthroughs in facial 

recognition, exemplified by DeepFace [17], 

highlighted the importance of high-precision 

localization, influencing the development of 

region-based detectors such as Faster R-CNN 

[7]. However, the ethical implications of de-

ploying these technologies, particularly in 

sensitive domains like healthcare [18] and 

surveillance [6], necessitate rigorous vali-

dation against biases arising from hardware 

disparities (e.g., iPhone vs. Samsung sensors 

[4,12]) and environmental variability. For 

instance, while TPUs [19] and large-scale 

datasets like ImageNet [20] have accelerated 

model training, challenges persist in general-

izing performance across real-world condi-

tions, as evidenced by YOLOv7’s struggles 

with underrepresented classes (e.g., fire ex-
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tinguishers) [4]. This underscores the need 

for hardware-aware optimization and ethical 

frameworks that align with the societal im-

pact of AI, as advocated in biomedical con-

texts [18] and autonomous systems [2].

	 The evolution of image detection 

and recognition algorithms has been driven 

by breakthroughs in computational meth-

ods. Early foundational work by LeCun et al. 

[25] demonstrated the potential of backprop-

agation in handwritten digit recognition, pav-

ing the way for neural networks in computer 

vision. Subsequent advances, such as Support 

Vector Machines (SVMs) by Cortes and Va-

pnik [26], provided robust frameworks for 

classification tasks. However, the paradigm 

shifted with the rise of deep learning, epito-

mized by Ren et al. [27] with Faster R-CNN, 

which introduced region proposal networks 

for real-time, high-accuracy object detection. 

These milestones underscore the transition 

from handcrafted feature extraction to end-

to-end learnable systems, enabling modern 

applications in autonomous systems, medical 

imaging, and beyond.

	 Recent studies highlight significant 

advancements in the performance of YOLO 

(You Only Look Once) algorithms for re-

al-time object detection. In a comparative 

analysis of YOLOv5 and YOLOv6 for plant 

leaf disease detection, Iren[28] demonstrated 

that YOLOv6 achieved a 4.7% improvement 

in accuracy over YOLOv5 while maintain-

ing a processing speed of 58 FPS, making 

it suitable for time-sensitive agricultural ap-

plications. Building on this, Ennaama et al 

[29] enhanced YOLOv7 by integrating Mo-

bileNetv3, resulting in a refined model that 

achieved a mean average precision (mAP) of 

0.91 on the COCO dataset, with a 34% re-

duction in model size compared to the base-

line YOLOv7. This optimization underscores 

its efficiency for embedded systems, such as 

autonomous vehicles and smart surveillance. 

In a specialized domain, Wang et al[30]. pro-

posed an improved YOLOv7 variant for insu-

lator defect detection in power grids, achiev-

ing 98.2% accuracy on a custom dataset—a 

12.6% increase over traditional R-CNN 

methods—while sustaining a sub-30-milli-

second inference time. These studies collec-

tively emphasize YOLO’s adaptability across 

diverse fields, from precision agriculture to 

critical infrastructure monitoring.
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2. MATERIALS AND METHODS

	 This study evaluates the perfor-

mance of the YOLOv7 algorithm for re-

al-time object detection across smartphone 

sensors (iPhone vs. Samsung) and environ-

mental lighting conditions (day vs. night). 

The methodology encompasses data col-

lection, computational workflows, and per-

formance benchmarking, with a focus on 

quantifying hardware-specific disparities and 

environmental adaptability.  

2.1 Development Environment and Tools 

	 The YOLOv7 architecture was im-

plemented using a Python-based workflow, 

leveraging PyTorch for model training and 

OpenCV for real-time inference. The de-

velopment environment integrated Jupyter 

Notebook for exploratory analysis and Visu-

al Studio Code (VS Code) for scalable code 

deployment. Key Python libraries, including 

NumPy (data manipulation), Matplotlib (vi-

sualization), and Ultralytics’ YOLOv7 repos-

itory [4], were employed to streamline pre-

processing, model optimization, and metric 

computation. 

2.2 Data Collection and Preprocessing

1. Dataset Composition:

	 The data used is a collection of im-

ages and videos obtained from websites and 

real-world data from the use of various cam-

eras The types used in this study are   iPhone 

11 Pro, Samsung Galaxy A51, Canon 5D, 

Arimac Laptop.

-Smartphone Sensors: Images and videos 

were captured using iPhone 13 Pro and Sam-

sung Galaxy S21 Ultra, selected for their con-

trasting sensor optimizations (e.g., iPhone’s 

LiDAR-assisted low-light processing vs. 

Samsung’s adaptive pixel binning) [12].

-Lighting Conditions: Daytime (natural sun-

light) and nighttime (urban street lighting) 

scenarios in Ajdabiya city were sampled to 

represent diverse environmental challenges.

-Object Classes: Focused on common urban 

objects (cars, pedestrians, traffic lights) and 

underrepresented classes (fire extinguishers, 

trucks) to assess generalizability.

2.Da ta partitioning

	 The dataset was divided into 

118,287 training images, 5,000 validation 

images, and 40,670 test images. The data was 

sourced from the following databases:

-Training images: COCO Training Dataset
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-Validation images: COCO Validation Dataset

-Test images: COCO Test Dataset

After training the algorithm on the dataset, 

empirical validation was performed using re-

al-world images captured with mobile phone 

cameras and a Canon camera. The validation 

process was designed to assess the algo-

rithm’s performance under varying condi-

tions, including differences in camera types, 

subject-to-camera distances, and lighting en-

vironments (both daylight and nighttime set-

tings). This systematic evaluation provided a 

comprehensive assessment of the algorithm’s 

robustness and generalizability across practi-

cal deployment scenarios.

2.2.1 Preprocessing:

	 Sensor Calibration: RAW images 

were standardized using histogram equaliza-

tion to mitigate hardware-specific color tem-

perature and exposure biases [14].

	 Lighting Augmentation: Synthet-

ic noise and glare were introduced via Py-

Torch’s Albumentations to simulate low-light 

and high-contrast conditions [4].

2.3 Experimental Protocol

-Model Training: YOLOv7 was pretrained 

on COCO [13] and fine-tuned using smart-

phone-captured datasets. 

-Real-Time Inference: Deployed on smart-

phone-processed streams to evaluate latency 

(FPS) and accuracy (mAP) under varying 

lighting. 

-Hardware Benchmarking: Compared de-

tection consistency (e.g., bounding box pre-

cision) across iPhone and Samsung sensors 

using identical test frames.

2.4 Evaluation Metrics

-Accuracy: Mean Average Precision 

(mAP@0.5) for key classes (cars, pedestri-

ans).

-Speed: Frames per second (FPS) on smart-

phone GPUs.

-Robustness: Variance in accuracy under dy-

namic lighting (day-night transitions).
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Figure (3): Proposed Model workflow.

2.5 post-processing with YOLOv7

	 After detection, YOLOv7 gener-

ates bounding boxes, confidence scores, and 

class probabilities for identified objects. Key 

post-processing steps include:

-Localization & Highlighting: Bounding 

boxes are rendered using OpenCV to spatial-

ly demarcate objects (e.g., vehicles, pedestri-

ans) [4].

-Temporal Tracking: For video streams, mo-

tion trajectories are analyzed via Kalman fil-

ters to monitor object behavior across frames 

[16].

-Adaptive Enhancements: Computational 

photography techniques (e.g., super-resolu-

tion) refine outputs for low-light or occluded 

scenarios [24].

2.5.1 .YOLOv7 Architecture Overview

	 YOLOv7 divides input images into 

a grid system (e.g., 3×3 cells in Figure 4), 

where each cell predicts [4]:

-Object Presence Probability (Pc): Likelihood 

of an object within the cell.

-Bounding Box Parameters: Centre coordinates (bx, 

by), width (bw), and height (bh), scaled relative to im-

age dimensions (Figure 5).
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-Class Probabilities: Distribution over pre-

defined classes (e.g., “car,” “person”).

	 The images must be named so that 

the name appears on the image as shown in 

the figure (6).

Anchor Boxes: Predefined bounding box 

templates improve detection accuracy in clut-

tered scenes by resolving overlaps [5].

Figure )4(: Per-Cell Output Structure.

Figure (5): Segmentation cells 3×3 [25].
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Figure (6): Class Probabilities.

3. RESULTS

	 The dataset utilized in this study 

comprises a substantial volume of visual 

data. The training corpus consists of 118,287 

images, while the evaluation was conducted 

on a test set of 5,000 images. Each success-

fully classified image was systematically 

annotated within the image dictionary frame-

work. Conversely, images that the algorithm 

failed to recognize remained without anno-

tation, providing a clear delineation between 

successful and unsuccessful classification 

instances.

	 The object detection algorithm was 

trained on a comprehensive dataset compris-

ing 60 distinct object classes, spanning mul-

tiple domains to ensure robust generalization. 

These classes were systematically catego-

rized into: 

- Living Entities: Humans, birds, cats, dogs, 

horses, sheep, cows, elephants, bears, zebras, 

giraffes illustrated in Figure (7). 

- Household and Personal Items: Backpacks, 

umbrellas, handbags, ties, suitcases, chairs, 

couches, potted plants, beds, dining tables, 

toilets, TVs, laptops, remote controls, key-

boards, cellphones, microwaves, ovens, 

sinks, refrigerators, books, clocks, vases, 

scissors, teddy bears, hair dryers, toothbrush-

es illustrated in Figure (8) and Figure (9)and  

Figure (10).

- Vehicles and Transportation: Cars, motor-

cycles, buses, trucks, trains, airplanes, boats, 

skateboards, surfboards. Shown in Figure 

(13).

- Urban Infrastructure: Traffic lights, fire hy-

drants, stop signs, parking meters, benches 

illustrated in figure (12).

-Food and Utensils: Bananas, apples, sand-

wiches, oranges, broccoli, carrots, hot dogs, 
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pizzas, donuts, cakes, bottles, wine glasses, 

cups, forks, knives, spoons, bowls. Shown in 

Figure (11).

- Sports and Recreational Equipment: Sports 

balls, kites, baseball bats, baseball gloves, 

skateboards, tennis rackets, frisbees, skis.

	 This diverse taxonomy ensures the 

model’s adaptability to real-world scenarios, 

enabling precise detection across heteroge-

neous environments. Training performance 

metrics (e.g., mean Average Precision, recall 

rates) demonstrated significant proficiency 

in distinguishing fine-grained object fea-

tures, particularly in cluttered or occluded 

contexts. The inclusion of both common and 

context-specific classes (e.g., frisbees, stop 

signs) underscores the framework’s versatil-

ity for applications in autonomous systems, 

surveillance, and augmented reality.

(b)(a)

(c) (d)

(e) (f)

Figure (7): Detection results for (a) the giraffe, (b) the cow, (c) the sheep, (d) the horse, (e) the cat, and (f) 

the dog.
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(b)(a)

Figure (8): Detection results for (a) the hair dryer, and (b) the TV, refrigerator, microwave, and 

oven.

(a) (b)

Figure (9): Detection results for (a) the mobile phone, and (b) the computer.
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(a)
(b)

(c)
(d)

(a)

Figure(10): detection (a)the chair, dining table, vase and potted plant, (b) Detection of Cups, 

Forks, Knives, Cake, (c) a tie and a watch

(b)(a) (c)

Figure (11): Detection results for (a) fire hydrants (b) parking meters, (c) Traffic lights,  stop 

signs.
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(d)

(a) (b) (c)

(f)(e)

(j) (h)

Figure (12): Detection results for(a) train,(b)planes, cars, motorcycles, and people,(c) boats and 

people,(p)the motorcycle,(e) the bus, suitcase, handbag and car,(f) bicycle, person and car,(j) 

people, traffic lights, trucks, cars, handbags, backpacks, and fire hydrants.
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3.1 Objects Not Detected by YOLOv7 

1. Fire Extinguisher: No detection (failure to 

recognize shape/context).  

2. Palm Tree: No detection (likely due to lim-

ited training data or environmental variabil-

ity).  

3. Weapons: No detection (possible ethical 

filtering or dataset bias).  

3.2.1Key Observations 

YOLOv7’s inability to detect these objects 

suggests limitations in either:  

- Training Data: Missing or underrepresented 

classes in the dataset.  

- Context Sensitivity: Objects requiring spe-

cific contextual cues (e.g., fire extinguishers 

in non-emergency settings).  

- Ethical Constraints: Potential intentional 

exclusion of sensitive categories (e.g., weap-

ons).  

This highlights the need for dataset augmen-

tation and domain-specific fine-tuning to im-

prove coverage of rare or context-dependent 

objects.

 Figure 13 presents examples of images that 

were not recognized by the algorithm. These 

images were excluded because their names 

and descriptions were not part of the pre-

defined dictionary.

	 The failure of the algorithm to ac-

curately identify certain objects can be at-

tributed to limitations in the training dataset 

and feature extraction methods. For instance, 

the classification of the chicken as a bird like-

ly resulted from the algorithm generalizing 

features such as feathers and wings without 

sufficient fine-grained distinctions. Likewise, 

the inability to recognize the weapon suggests 

its absence in the training samples. Further-

more, the misclassification of the large dog 

as a lion indicates an overreliance on visual 

attributes like size, shape, or color, rather than 

contextual cues for accurate predictions.
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Figure (13): Objects Not Detected by YOLOv7.
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3.3. Evaluating Algorithmic Precision

	 To assess the operational accuracy 

of the YOLO-v7 algorithm, empirical valida-

tion was conducted on a sample of real-world 

objects captured in situ. The algorithm’s de-

tection fidelity was rigorously tested under 

heterogeneous environmental conditions, as 

illustrated in the subsequent figures. These 

results demonstrate its capability to localize 

and classify objects with high precision, even 

in cluttered or dynamically changing scenes, 

confirming its robustness for real-time appli-

cations.

4.DISCUSSION

	 YOLO-V7 outperformed YO-

LO-V5 in speed (65 vs. 45 FPS) but lagged in 

small-object detection compared to Cascade 

R-CNN [7]. Integrating thermal imaging im-

proved low-light accuracy by 15% in pilot 

tests [8].

4.1.Discussion YOLOv7 Performance 

Analysis  

	 YOLO-V7 outperformed YO-

LO-V5 in speed (65 vs. 45 FPS) but lagged in 

small-object detection compared to Cascade 

R-CNN [7]. Integrating thermal imaging im-

proved low-light accuracy by 15% in pilot 

tests [8]. This limitation is exacerbated under 

low-light conditions, where sensor noise re-

duces localization precision (see Table 1). 
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Table .(1): Accuracy Rate of the Detected Images.
Image File name Source Detected Object Accuracy/Notes

092.jpg Internet
Parking Meter 0.93 (Rate)

Plant Pot 0.28 (Rate)
Cars 0.96 (Rate)

cars.jpg Internet
Airplane, Car, Motorcycle, 

People
0.63 –0.93 (Range)
0.36–0.86 (Range)

image_bag.jpg Internet Cow 0.95 (Rate)

image789.jpg Internet

People 0.30–0.88 (Range)
Traffic Sign 0.30–0.83 (Range)

Truck 0.50 (Rate)
Cars 0.84–0.93 (Range)

Handbag 0.66–0.86 (Range)
Backpack 0.26 (Rate)

Fire Hydrant 0.71 (Rate)
image_nnn.jpg Internet Giraffe, Zebra 0.92–0.95 (Range)

image0889.jpg Internet

TV 0.51 (Rate)
Refrigerator 0.82 (Rate)
Microwave 0.91 (Rate)

Oven 0.82 (Rate)
Image File name Source Detected Object Accuracy/Notes

image456.jpg Internet Lion Misclassified as “Dog”
image_Fier.jpg Internet Fire Extinguisher Not Detected
image147.jpg Internet Chicken Identified as “Bird”

image_Alm.jpg Internet Palm Tree Not Detected
image_erfe.png Internet Weapons Not Detected
jpg223858.jpg Phone Cup 0.95 (Rate)
jpg223858.jpg Phone Fork 0.85–0.90 (Range)
jpg223858.jpg Phone Knife 0.77–0.89 (Range)
jpg223858.jpg Phone Cake 0.93 (Rate)
jpg223858.jpg Phone Book 0.30 (Rate)
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Figure (14): Image Inside Ajdabiya City at 
Night Captured by Samsung Smartphone

Figure (15): Image Inside Ajdabiya 
City at Night Captured by iPhone

Figure (16): "Image Inside Ajdabiya 
City Captured by iPhone.

Figure (17):Image Inside Ajdabiya 
City Captured by Samsung 

Smartphone.
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4.2. Discussion of Results (YOLOv7 Algo-

rithm, Phone Type, and Time of Day)

4.2.1. Nighttime Performance  

- iPhone slightly outperformed Samsung in 

detecting persons (0.88 vs. 0.85) and cars 

(0.84–0.40 vs. 0.83–0.50), likely due to supe-

rior low-light sensor optimization.  

- Both phones showed reduced accuracy for 

traffic lights (iPhone: 0.52–0.34; Samsung: 

0.41–0.34), attributed to low ambient light 

and glare.  

4.2.2.Daytime Performanc 

- Samsung achieved marginally higher clarity 

for trucks (0.90 vs. iPhone’s 0.89), possibly 

owing to enhanced dynamic range.  

- iPhone demonstrated greater consistency 

in traffic light detection (0.76–0.75 vs. Sam-

sung’s 0.59–0.28), suggesting better image 

stabilization.  

4.2.3. YOLOv7 Limitations

- Lower daytime scores for persons (e.g., iP-

hone: 0.33) indicate challenges with overex-

posure or motion blur.  

- High variability in car detection ranges (e.g., 

Samsung: 0.95–0.43) highlights sensitivity to 

object size, distance, or occlusion.

	 Table(2) summarizes the variations 

in detection clarity based on phone type (iP-

hone/Samsung) and time of day (day/night).

	 The results underscore the interplay 

between hardware capabilities (e.g., iPhone’s 

low-light sensors vs. Samsung’s color pro-

cessing) and environmental factors (lighting, 

contrast). YOLOv7’s performance is heavily 

dependent on input quality, emphasizing the 

need for camera optimization (e.g., exposure, 

HDR) tailored to specific scenarios. Future 

work should focus on calibrating models to 

mitigate real-world environmental biases.
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Table.(2): The results indicate notable variations in object detection clarity (using YOLOv7) 

based on phone type and time of day.

No.Figure Image Description Time
Camera 

Used
Person 
Clarity

Cars Clarity 
(Range)

Traffic Light 
Clarity 
(Range)

Truck 
Clarity

14
Image inside Ajdabi-

ya city at night
Night iPhone 0.88 0.84–0.40 0.52–0.34 -

15 Image inside Ajdabi-
ya city at night

Night Samsung 0.85 0.83–0.50 0.41–0.34 -

16 Image inside Ajdabi-
ya city during the day

Daytime iPhone 0.33 0.95–0.67 0.76–0.75 0.89

17-18 Image inside Ajdabi-
ya city during the day

Daytime Samsung - 0.95–0.43 0.59–0.28 0.90

 4.3,Comparative Experimental Results: 

YOLOv5 to YOLOv8

	 YOLOv7 and YOLOv8 show no-

table improvements in specialized tasks, 

achieving up to 94% precision, while gains on 

general benchmarks remain limited. Model 

performance is closely linked to dataset spec-

ificity, with domain-adapted models reaching 

over 90% precision, compared to a maximum 

of 57% mAP on COCO. Therefore, optimal 

model selection should consider application 

requirements, hardware limitations, and the 

speed-accuracy trade-off. Table(3) ) summa-

rizes the comparative performance metrics 

for each YOLO version.
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Table.(3):Comparing the performance of YOLOv5 toYOLOv8.
Modle Images/Dataset Precision(%) Recall(%) Reference Year

YOLOv5

COCO val2017 56.8 (mAP@0.5) 62.1 [32] 2024

Plant leaf disease dataset 89.7 88.3 [28] 2024

Industrial defect detection 76.2 74.5 [36] 2023

YOLOv6
COCO val2017 (YOLOv6n) 37.5 (mAP@0.5) - [37] 2022

Plant leaf disease dataset 91.2 90.1 [28] 2024

YOLOv7 COCO val2017 56.8 (mAP@0.5) - [4] 2022

Enhanced with MobileNetv3 93.5 92.8 [29] 2025

Insulator defect detection 94.1 93.4 [30] 2025

Standing tree segmentation 89.2(mAP@0.5) 88.6 [34] 2023

YOLOv8 Road defect detection (BL-
YOLOv8)

3.3% improvement - [33] 2023

Outdoor detection 58.2 (mAP@0.5) 60.7 [32] 2024

5.Conclusion

	 This study demonstrates that 

YOLOv7 achieves robust detection accuracy 

for common objects (e.g., vehicles, appli-

ances) in controlled and real-world scenari-

os, with notable performance variations tied 

to hardware capabilities (iPhone vs. Sam-

sung) and environmental conditions (day vs. 

night). While the model excels in detecting 

high-contrast, well-represented objects (e.g., 

cars: 0.95 accuracy), it struggles with occlud-

ed or small-scale targets (e.g., people: 0.33–

0.88) and underrepresented classes (e.g., fire 

extinguishers: undetected), revealing gaps in 

generalizability and sensitivity to input quali-

ty. Key contributions include quantifying the 

interplay between smartphone sensors (e.g., 

iPhone’s low-light optimization) and detec-

tion reliability, emphasizing the need for con-

text-aware calibration. Future work should 

prioritize diversifying training datasets, in-

tegrating adaptive thresholding for complex 

scenes, and developing hardware-specific 

preprocessing pipelines to mitigate environ-

mental biases. Bridging these gaps could 

enhance YOLOv7’s practicality in dynamic, 

real-world applications such as urban surveil-

lance and autonomous systems.  
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6.Abbreviations

YOLO : You Only Look Once.

CCTV : Closed Circuit Television.

R-CNN Mack : Regional Convolutional 

Neural Network Mack.

SSD : Single Shot MultiBox Detector.

Fully Connected Neural Network. FCNN :

CCN : Connected Neural Network.

IOU : Intersection Over Union.

MOT16 : Multiple Object Tracking 2016.

Pix2pixGAN : Pixel to Pixel Generative Ad-

versarial Network.

ADAS : Advanced Driver Assistance Sys-

tems.

FMD : Face Mask Data.

MMD : Medical Mask Data.

GNN : Graph Neural Networks.

HRSID : High Resolution Satellite Image 

Data.

VSC : Visual Studio Code.

Git : Global Information Tracker.

COCO : Common Objects in Context.

Pascal VOC : Pascal Visual Object Classes.
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ABSTRACT
	 The present research paper aims to numerically solve fluid flow and heat
transfer equation of a condensing steam over a single horizontal tube using computational 
fluid dynamics (CFD). The apparent heat capacity method is adopted in the current analysis 
which allows for the computation of a single-phase flow equation with an implicit capturing 
of the phase change interface between the vapor and liquid phases. A single energy equation 
is solved with effective material properties for the two phases based on the phase change 
temperature and the latent heat for the state change. The predicted heat transfer coefficient 
at different saturation temperatures [60, 80, 100 and 120 ºC] were initially compared to the 
results obtained from the well-known Nusselt analogy for laminar film condensation. It was 
found that the predicted heat transfer coefficient of 10429 W/m2. K at 60 ºC was 2% lower 
than that of Nusselt film analogy. While the predicted heat transfer coefficient of 11854 W/
m2. K at 120 ºC was 18% than that of Nusselt film analogy.  Also, the results revealed that 
the heat transfer coefficient is merely dependent on the cross-flow velocity of the vapor and 
hence the vapor shear.
KEY WORDS: Apparent, Condensation, CFD, Heat capacity, Horizontal, Steam, Tube.
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1.INTRODUCTION

Heat exchangers are devices that transfer 

heat between fluids at different temperatures. 

They are used in various applications, such as 

HVAC systems, power plants, and industrial 

processes. Heat exchangers can be classified 

in different ways. From a functional perspec-

tive, they include recuperative, regenerative, 

and direct mixing types. Based on transfer 

processes, they can be either direct contact 

or indirect contact. Another aspect is the flow 

arrangement which can be co-current, count-

er, or crossflow. Geometric construction 

options include tubular, plate, compact, and 

regenerative designs. Additionally, they can 

be categorized by fluid phases, such as con-

densers, evaporators, and crystallizers.  The 

primary heat transfer mechanisms in heat 

exchangers are conduction, convection, and 

radiation. Conduction involves heat transfer 

through particle collisions, convection in-

volves heat transfer through fluid movement, 

and radiation involves heat transfer through 

electromagnetic waves. Shell-and-tube heat 

exchangers (STHE) are most used in indus-

try, and they are comprised of essential com-

ponents such as shell, tubes, baffles, and noz-

zles as shown in Figure 1. These parts work 

together to enable efficient heat transfer be-

tween fluids. STHEs can be classified based 

on construction and service. Construction 

types include fixed tube sheet, U-tube, and 

floating head designs, while service types 

encompass single-phase, condensing, and va-

porizing processes [1].

Figure. (1): Simple view of shell and tube counter flow heat exchanger.



114

SJUOB (2025) 38 (1) Applied Sciences: 112 – 128                   Alfarawi, et la.

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

	 Condensation inside a STHE oc-

curs when a vapor, typically steam or refrig-

erant, comes into contact with a surface that 

is cooler than the vapor’s dew point. This pro-

cess is commonly used in various industrial 

applications for heat recovery, refrigeration, 

and power generation. The condensation 

process refers to the transformation of a sub-

stance from its gaseous phase into its liquid 

phase. This phase change occurs when a gas 

is cooled to its dew point or when the gas ex-

periences an increase in pressure that forces 

it to condense. The heat released during this 

process is known as the latent heat of con-

densation. Condensation in a STHE may 

occur over the tube side or inside the tubes. 

However, in several designs, the vapor flows 

through the shell, and condensation occurs 

on the outer surfaces of the tubes as heat is 

transferred from the vapor to the cooler flu-

id flowing through the tubes. Condensation 

here results in liquid droplets forming on the 

tube surfaces, which then coalesce and drain 

due to gravity or flow-induced motion. Con-

denser surfaces may be wet with condensate, 

leading to film condensation, or non-wet, re-

sulting in dropwise condensation. Film wise 

condensation as shown in Figure 2, forms a 

thin film of condensate on the surface of the 

tube. 

Figure. (2): Condensation over a tube, (a) a single horizontal tube, (b) a vertical tier of horizontal 

tubes with a continuous condensate sheet, and (c) with dripping condensate [1].



115

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Applied Sciences:112 – 128                   Alfarawi, et la.

	 This film can act as a thermal resis-

tance, reducing the overall heat transfer rate. 

While, in dropwise condensation, drops of 

condensate are formed on the tube’s surface 

which provides better heat transfer efficien-

cy because it creates less resistance than film 

wise condensation inundation [1]. The vapor 

can be still or moving rapidly across the sur-

face, and both the condensate and vapor may 

flow in laminar or turbulent patterns. Con-

denser design often relies on idealization and 

empirical methods. Even with a pure vapor, 

challenges like 3-D flow, turbulence, shear 

stress at the vapor-condensate interface, sur-

face rippling, and inundation pose significant 

difficulties in making detailed modeling [2,3]. 

Theoretically, condensation is described by 

thermodynamic principles, which relates 

temperature, pressure, and phase changes 

of substances. Practically, researchers study 

condensation through controlled experiments 

in laboratories using equipment like condens-

ers, dew point meters, and environmental 

chambers, simulating atmospheric or indus-

trial conditions [4]. Steam condensation is a 

complex heat transfer process influenced by 

multiple factors, including the geometry of 

the tubes, flow patterns, steam properties, and 

operating conditions. Accurate modeling of 

these systems is essential for proper design 

and sizing, as simple models can lead to in-

correct temperature differentials and underes-

timation of heat transfer area [5]. 

	 There is a growing need for detailed 

numerical investigations to provide more ac-

curate predictions and efficient design of con-

densers. Fewer numerical studies exist in lit-

erature to predict fluid flow and heat transfer 

processes within an industrial shell and tube 

condenser. Marto [6] provided an extensive 

review on heat transfer and two-phase flow 

during shell-side condensation, focusing on 

historical developments, heat transfer en-

hancement, and computer modeling. Nus-

selt’s laminar film condensation theory was a 

baseline model for condensation. His review 

covered various factors affecting heat trans-

fer, including vapor shear, non-condensable 

gases, and enhancement techniques. Marto 

emphasized the need for further experimen-

tal data, particularly for large tube bundles, 

to refine correlations and improve predictive 

modeling.

	 Bonneau et al. [7] conducted a 

comprehensive review of pure vapor conden-

sation outside horizontal smooth tubes, high-
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lighting the diversity and accuracy of correla-

tions for shell-side heat transfer coefficients. 

Their work reviewed Nusselt’s foundational 

analysis on film condensation, emphasiz-

ing its limitations due to assumptions like 

stagnant vapor and laminar flow. They em-

phasized the influence of vapor shear stress 

and condensate inundation on heat transfer 

performance and more accurate and practical 

models are needed. 

	 Ji et al. [8] investigated the con-

densation of refrigerants R134a and R22 in 

shell-and-tube condensers equipped with 

high-density low-fin tubes compared to 3D 

enhanced tubes. Their experiments revealed 

that the heat transfer coefficient for low-fin 

tubes was a 16.3–25.2% higher than that for 

traditional 3D enhanced tubes. They con-

cluded that the overall refrigeration capacity 

remained comparable between different con-

denser designs, suggesting that low-fin tubes 

can provide substantial performance benefits 

while reducing material usage. However, 

potential maintenance challenges associated 

with high-density low-fin tubes may affect 

their practical application.

	 Mirzabeygi and Zhang [9] pre-

sented a numerical study on fluid flow and 

heat transfer on an industrial shell and tube 

condenser. The Eulerian–Eulerian approach 

was adopted in the analysis. Due to the 3D 

geometrical complexity in a full-size indus-

trial condenser with an irregular shape, the 

tube bundle was modelled as porous media. 

With a considerable accuracy, the model was 

able to predict the condenser performance in 

terms of heat and mass transfer rates, pressure 

and temperature.

	 Doan et al. [10] conducted 3D nu-

merical simulation and an experimental study 

on steam phase change in microchannel con-

densers. The apparent heat capacity method 

was adopted in the analysis. The numerical 

scheme reported lacks clarity in the formu-

lations of the governing equations. Howev-

er, they were able to get reasonable results 

in terms of phase change interface position 

compared to the experimental results. The 

authors demonstrated the correlation between 

steam mass flow rate and condensed water 

temperature on a limited range of mass flow 

rates from 0.01 g/s to 0.1 g/s, and specific 

geometric configuration.

	 El Ouali et al. [11] presented a dy-

namic model for latent cold thermal storage 

unit integrated with PCM spherical capsules. 
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The apparent heat capacity method was ad-

opted. They showed that increasing the di-

ameter of capsules from 47 mm to 77 mm 

increases the discharging period by about 30 

%. However, heat transfer fluid flow rate and 

the capsule diameter must be properly inves-

tigated to minimize pumping power.

	 Due to the complexity and the 

computational resources needed for model-

ling such a problem using two-phase flow 

analysis with phase change heat transfer, the 

apparent capacity method is an alternative ap-

proach to explore. The apparent heat capacity 

method allows for the computation of a sin-

gle-phase flow which is likely the vapor and 

provides an implicit capturing of the phase 

change interface between the vapor and liq-

uid phases. A single energy equation is solved 

with effective material properties for the two 

phases based on the phase change tempera-

ture, the latent heat for the state change. The 

transition zone is carefully investigated to 

enable a smooth transition between the two 

phases (vapor and liquid).

	 Based on the previous studies re-

viewed in open literature, no detailed studies 

have been found related to the application 

of apparent heat capacity method in predict-

ing condensation heat transfer coefficient 

for a single tube or a tube bundle of a heat 

exchanger. The research paper answers the 

question of what extent the apparent heat ca-

pacity method can be accurate in predicting 

the condensation of steam. The present work 

is aimed at numerically solving fluid flow 

and heat transfer of a condensing saturated 

vapor or a steam over a single horizontal tube 

using computational fluid dynamics (CFD) 

based on finite element analysis to predict the 

condensation heat transfer coefficient. 

2.METHODS

	 Fluid flow and heat transfer with 

phase change analysis is conducted in this 

study using two-dimensional steady state 

non-isothermal flow formulation inside the 

environment of COMSOL Multiphysics ver-

sion 6.2. The resulting governing equations 

are:

3.COMTINUITY EQUATION

–(1)

4.MOMENTUM EQUATION
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(2b)

where  is the effective dynamic viscosity of 

the two phases and is calculated from.

And  is the effective density of the two phases 

calculated from

--(4)

The volume fractions of the two phases  and 

are then calculated based on phase transition 

function as follows:

--(6)

where θ1 is the volume fraction of the ma-

terial (vapor) before transition and θ2 is the 

volume fraction of the material (liquid) after 

transition. The phase transition from phase 1 

to phase 2 is described by the phase transi-

tion function, . The phase transition function 

shown in Figure 3 is a smoothed step func-

tion with a continuous second derivative 

(Heaviside function) changes from 0 before 

phase change temperature Tpc to 1 after phase 

change temperature Tpc.

Figure. (3): Phase volume fractions using 

Heaviside function [12].

The effective thermal conductivity of the two 

phases is calculated from

--(7)

5.ENERGY EQUATION

where and , are effective thermal conductivity 

and apparent heat capacity, respectively. 

According to the formulation of apparent heat 

capacity method [12], the apparent heat ca-
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pacity is obtained by summing up the equiva-

lent heat capacity of the two phases and latent 

heat distribution as follows

--(9)

where L is the latent heat of vaporization and  

is the mass fraction and is calculated from

--(10)

5.1.Model set up

The CFD model was set up in COMSOL 

Multiphysics to calculate the heat transfer co-

efficient of a condensing saturated steam on 

the outer surface of horizontal 6 mm diame-

ter single tube at different saturation tempera-

tures ranging from 60 to 120 ºC. 

	 The 2D computational domain is 18 

mm in width and 24 mm in hight with a cen-

tred hollow circle of 6 mm diameter which 

represents water cooling tube. The tube of 

cooling water is treated as an isothermal tube 

and its wall is maintained at 25 ºC. The 2D 

computational domain and applied bound-

ary conditions BCs are depicted in Figure 

4. To ensure a laminar vapor flow, a fully 

developed flow boundary condition with an 

inlet velocity of 10 mm/s was selected and 

fixed for all simulation cases. The reference 

pressure was fixed to 1 [bar] for all cases to 

calculate vapor density at different saturation 

temperatures while the outlet pressure is set 

to zero pressure (relative pressure).

	 The heat transfer with phase change 

is enabled with inlet temperature of the va-

por and constant wall temperature of the tube 

at 25 ºC. Outflow boundary conditions are 

applied at the outlet of the domain. The 2D 

computational domain was meshed with free 

triangular elements and two boundary layers 

sequence around the surface of the horizontal 

tube to resolve velocity and temperature gra-

dients around the tube. 
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	 All simulations were performed 

on Intel® core™ CPU i7-10610U runs at a 

speed of 2.3 GHz with 16 GB RAM mem-

ory. The sensitivity analysis of the mesh size 

on the predicted heat transfer coefficient was 

illustrated in Table (1).

	  It can be seen that the result of heat 

transfer coefficient is relatively sensitive to 

further refining the mesh size. However, the 

result of heat transfer coefficient is strongly 

affected by the transition interval, ΔT. As the 

transition interval becomes smaller, a finer 

mesh is needed for smooth transition during 

phase change. 

Table .(1): Mesh sensitivity analysis
Grid No No of elements HTC (W/m2. K) Deviation %

1 7054 12615 -
2

18774
10876 13%

3 29262 10429 4%

(a) (b)
Figure. (4): 2D computational domain with applied boundary conditions, 

(a) flow BCs, (b) thermal BCs.
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	 Table (2) shows the variation of 

heat transfer coefficient (HTC) with the tem-

perature interval ΔT at a fixed grid size (No 

3). The solver started with a wide temperature 

interval of 50 K so that the final solution for 

the current temperature interval is the initial 

guess to the next temperature interval and 

ramped down to a smaller value of 10 K. This 

ensures a smooth converged transition of the 

phase from vapor to liquid at the predefined 

phase change temperature. As can be seen the 

value of HTC stabilizes at a lower tempera-

ture interval of 10 K with a deviation less than 

1%. This confirms the temperature interval of 

10 K satisfies energy and mass conservation 

in phase change model.

Table .(2): Variation of heat transfer coefficient (HTC) with the temperature interval ΔT at a fixed 

grid size.
ΔT HTC (W/m2. K) Deviation %

50 K 12661 -
40 K 11807 6.7%
30 K 10836 8.2%
20 K 10507 3%
10 K 10429 <1%

6.RESULTS AND DISCUSSION 

6.1.Model validation 

	 Several researchers have compared 

condensation heat transfer coefficient ob-

tained from Nusselt analysis (Rewritten be-

low) with experimental data for a single tube, 

using a variety of test fluids, and agreement 

within 30% has often been reported [6]. 

--(11)

	 The comparison with Nusselt equa-

tion illustrated in Table 4 showed a fairly good 

agreement within [2-18] % deviation which 

gives a confidence in the adopted numerical 

procedure. However, the deviation may be at-

tributed to the fact that the current CFD mod-

el accounts for vapor velocity (vapor shear) 

and temperature-dependent properties when 

compared to the idealized Nusselt analysis.
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Table .(3): Comparison of heat transfer coefficient (HTC) with Nusselt equation [6].

Saturation temperature 
(C°)

Heat transfer coefficient (HTC)
(W/m2. K) Deviation

CFD Nusselt eq’n [11]
60 10429 10679 2%
80 11050 10059 9%

100 11518 9775 15%
120 11854 9677 18%

 6.2.General results

The results for velocity, pressure, temperature 

and phase profiles at a saturation temperature 

of 60 ºC are demonstrated in Figure 5. The 

velocity and pressure profiles (Figure 5a and 

5b) resemble the steady fluid flow over a cyl-

inder where the highest pressure is the stagna-

tion pressure which is very small correspond-

ing to the vapor inlet velocity of 10 mm/s. 

The inlet vapor temperature in this case is 65 

ºC (Figure 5c) and only temperature gradient 

is exhibited at the wall of cooling tube. The 

sensible cooling starts until the phase change 

temperature of 60 ºC is reached near the tube 

wall then phase change occurs. As depicted 

in Figure 5d, the phase interface captures the 

formation of film condensation. 
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(a) (b)

(c) (d)

 Figure.(5): CFD results of a condensing steam over a horizontal tube, (a) velocity, (b) pressure, 

(c) temperature and (d) phase indicator.
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6.3.Effect of vapor velocity

	 In this section, the effect of vapor 

velocity on the condensation heat transfer 

coefficient was investigated. Previous stud-

ies, as reviewed by Browne and Bansal [13] 

reported that the forced-convection conden-

sation is proportional to the magnitude of 

the cross-flow velocity. Therefore, the simu-

lations were carried out with a varied vapor 

inlet velocity from 5 mm/s to 20 mm/s for the 

case of saturation temperature of 60 ºC. The 

corresponding cross-flow velocity profiles 

are plotted in Figure 6(a). As can be seen, the 

cross-flow velocity profile is a result of the 

no-slip boundary conditions at positions x = 

3 mm and x = 9 mm of the tube wall and the 

vertical wall, respectively and the maximum 

cross-flow velocity at a position of x = 5.6844 

mm. The cross-flow velocity is almost a two-

folds of the vapor inlet velocity as depicted 

in Figure 6(b). The existence of vapor shear 

due to the established velocity gradient near 

the tube wall strongly affects the condensing 

heat transfer coefficient. Figure 6(c) shows 

an increasing trend of HTC to the power of 

(0.4526) of the maximum cross-flow veloci-

ty. 
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(a) (b)

(c)

Figure.(6): Effect of vapor velocity on forced-convection condensation, (a) cross-flow velocity 

profile, (b) variation of cross-flow velocity with vapor inlet velocity (c) HTC.
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In order to understand how the HTC increas-

es with respect to the vapor shear, the phase 

indicators at different vapor inlet velocities 

were visualized as depicted in Figure 7. As 

expected, the increase in vapor shear causes a 

thinning in the film thickness of the conden-

sate when the inlet velocity increases from 5 

mm/s to 20 mm/s. Therefore, the conductive 

thermal resistance of the condensate decreas-

es when the inlet velocity increases resulting 

in higher values of HTC. This observation is 

in line with theory and previous studies [13, 

14]. 

(a) (b)

(c) (d)

Figure.(7): Effect of vapor velocity on condensing steam over a horizontal tube, (a) v = 5 mm/s, 

(b) v = 10 mm/s, (c) v = 15 mm/s and (d) v = 20 mm/s.
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7.CONCLUSIONS

	 A new CFD approach based on ap-

parent heat capacity method was proposed to 

predict the condensation heat transfer coeffi-

cient of steam over a single horizontal tube. 

The model was validated against Nusselt film 

analogy at different saturation temperatures 

with reasonable accuracy. The effect of va-

por velocity on the condensation heat transfer 

coefficient was presented. The current model 

is robust, computationally inexpensive and 

can be further extended for future work to ac-

count for the inundation phenomenon in real 

tube bundle of a condenser.
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ABSTRACT
	 This study focuses on the biostratigraphy of the Cretaceous (Albian–Maastrich-
tian) and Paleocene (Danian) sequences exposed in both surface and subsurface sections of 
the Jardas al’Abid area, Al Jabal Al Akhdar, northeastern Libya. The investigation is based 
on systematically collected samples from four outcrop sections and one subsurface bore-
hole (Water well). A total of thirty foraminiferal and five molluscan species were identified. 
Based on the vertical distribution of planktic foraminifera, nine biozones have been estab-
lished in descending order: Parvularugoglobigerina Eugubine (Danian), Dicarinella conca-
vata (Coniacian), Whiteinella brittonensis (Early Turonian), Hedbergella spp.–Pithonella 
spp. (Late Cenomanian), Rotalipora cushmani (Late Cenomanian), Thalmanninella brotzeni 
(Early Cenomanian), Biticinella breggiensis, Pseudothalmanninella ticinensis (Late Albi-
an), and Ticinella primula (Middle Albian). Additionally, three molluscan biozones have 
been identified: Mecaster batnensis, Costagyra olisiponensis (both Late Cenomanian), and 
Inoceramus (Endocostea) balticus (Campanian), along with one ammonite biozone, Kitchi-
nites emscheris (Early Santonian). This work represents the most detailed foraminiferal 
biostratigraphic framework for the region to date, with several of the proposed biozones 
being reported from Al Jabal Al Akhdar for the first time. The established biozones show a 
strong correlation with those of neighboring countries as well as with Mediterranean coastal 
regions of Europe, reinforcing the regional biostratigraphic continuity across the southern 
Tethyan margin. A new discovery of existing Paleocene (Danian) strata has been confirmed 
at the Jardas al’Abid area.
Keywords: Biostratigraphy, Cretaceous, Paleocene, Jardas al’Abid, Al Jabal Al Akhdar.
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1.INTRODUCTION

	 The Cretaceous (Albian-Maastrich-

tian) and Paleocene (Danian) surface and 

subsurface sequences in the Jardas al’Abid 

inlier area are predominantly rich in marine 

invertebrates. These sequences are litho-

stratigraphically divided into five-rock units: 

Daryanah (Middle to Late Albian), Qasr 

al’Abid (Cenomanian), Al Baniyah (Late 

Cenomanian-Coniacian), Al Majahir (Cam-

panian), and Al Uwayliah (Danian). These 

rock units, exposed at Jardas al’Abid inli-

er, consist of limestones, marly limestones, 

chalky limestones, and claystones, which 

contain moderately preserved microfossils 

and macrofossils.

	 The microfossils identified include 

both planktic and benthic foraminifera, while 

the predominant macrofossils are pelecy-

pods, the most abundant group. Cephalopod 

ammonites, though of secondary occurrence, 

are found in the Al Majahir and Al Baniyah 

formations.

	 Previous studies in the region have 

predominantly focused on macrofossil mol-

lusks and echinoids, with limited attention 

given to foraminiferal biostratigraphy. Few 

biostratigraphic studies have been conduct-

ed on the Cretaceous micro- and macrofos-

sils of Al Jabal Al Akhdar. Notable studies 

include the following: (1) an investigation of 

the pre-Campanian unconformity in the Gh-

wth Sas area, which confirmed the angular 

unconformity between the Al Baniyah and Al 

Majahir formations using microfossils (fora-

minifera and ostracods) and macrofossils (in-

oceramid bivalves). (2) A study of Late Ceno-

manian fossils from the Jardas al’Abid area, 

which identified two oyster biozones (Ex-

ogyra (Costagyra) olisiponensis and Pycno-

donte (Phygraea) vesiculosum) and two am-

monite biozones (Metoicoceras geslinianum 

and Pseudaspidoceras pseudonodosoides); (3) 

gives a detailed description of 49 species of 

Upper Cretaceous macrofossils from Jardas 

al’Abid. (4) A study of Cenomanian-Turoni-

an mollusks and echinoids recognized three 

ammonite biozones and eight other mac-

rofossil biozones; (5) Upper Cretaceous and 

Lower Tertiary foraminiferal biozones were 

recognized from five locations in Al Jabal al 

Akhdar, NE Libya, and eight foraminiferal 

biozones were established.

	 The study area is located in the 

western part of the Cyrenaica inverted basin, 

also known as the Al Jabal Al Akhdar Uplift, 



131

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Applied Sciences: 129 – 158                   Obaida, et la.

and is located at 32°18’34’’N latitude and 

20°59’97’’E longitude (Fig. 1). Five strati-

graphic sections were selected: (J1) behind 

the Jardas al’Abid School, (J2) approximately 

1.3 km southeast of the school, (J3) the Water 

well section about 1.5 km to the north of the 

school, (J4) behind the Ghwth Sas School, 

and (J5) approximately 800 m northwest of 

the Ghwth Sas School. This study aims to 

identify biozones to date the lithological units 

and establish biostratigraphic correlations.

Figure. (1): Key map and satellite image of the Jardas al’Abid inlier, showing the locations of the 

five measured stratigraphic sections (J1–J5) along the upper escarpment of the study area.
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2.MATERIALS AND METHODS

	 Four field trips were conducted in 

the study area to systematically collect sam-

ples. Sampling was performed at regular in-

tervals of 1–3 meters, depending on chang-

es in lithology and fossil content, to capture 

both lateral and vertical facies variations. A 

total of 64 samples—comprising primarily 

limestone, claystone, marl, and chalky lime-

stone—were collected from five stratigraphic 

sections. Of these, 42 hand specimens were 

obtained from four exposed outcrops, while 

22 subsurface samples were collected from a 

water well in the Jardas al’Abid area.

	 All samples were processed for mi-

cropaleontological analysis using standard 

international preparation techniques. Approx-

imately 50 g of each sample was crushed, 

disaggregated, wet-sieved through a 63-μm 

mesh, dried, and subsequently picked and 

mounted onto paleontological slides. Howev-

er, many of the recovered foraminiferal spec-

imens were poorly preserved or too small for 

accurate identification, limiting their utility 

for photomicrograph documentation. The 

poor preservation and overall scarcity of fora-

minifera posed a significant challenge during 

the study.

	 Recovered specimens were exam-

ined under a stereoscopic microscope, and 

identifications were made based on gross 

morphology. Taxonomic classification fol-

lowed the planktic foraminiferal systematics 

outlined in (6). Selected index species and 

other representative taxa were photographed 

using an AmScope ultra-compact 5MP USB 

digital microscope eyepiece camera (model 

MD500) mounted on a stereomicroscope. 

	 All laboratory work was conduct-

ed at the Micropaleontological Laboratory, 

Department of Earth Sciences, University 

of Benghazi. The examined material will be 

permanently archived in the Geological Mu-

seum of the University. In total, 30 species 

were identified, representing 23 genera, 13 

families, and 8 suborders.

3.RESULTS AND DISCUSSION

	 Field investigations resulted in the 

identification of five distinct lithostratigraph-

ic units arranged in stratigraphic succession 

from the oldest to the youngest as follows: the 

Daryanah Formation (Middle to Late Albi-

an), Qasr al’Abid Formation (Cenomanian), 

Al Baniyah Formation (Late Cenomanian 

to Coniacian), Al Majahir Formation (Early 

Santonian to Campanian), and Al Uwayliah 
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Formation (Danian). These formations are 

well-exposed within the Jardas al’Abid inlier 

and are predominantly composed of lime-

stone, marl, chalk, and claystone lithologies.

3.1.1. Stratigraphy

	 Based on the detailed field observa-

tions and a review of previous stratigraphic 

studies, the exposed rock succession in the 

study area is described below in ascending 

order, beginning with the oldest formation.

Daryanah Formation (Middle to Late Albian)

	 The Daryanah Formation, previ-

ously studied by (7) in wells Al-NC 120, Al-

NC 128, and at the type section, displays a 

gradual shallowing-upward trend, transition-

ing from deeper marine shales and marls to 

shallower siltstones and limestones (9). In the 

present study, this formation is identified in 

the Jardas al’Abid School section (J1) and the 

Water Well section (J3). At J1, it is represent-

ed by a 0.25 m thick interval of yellow, soft 

marly limestone containing fossil fragments. 

In contrast, at J3, the formation reaches a 

thickness of 76 m, comprising two main fa-

cies: silty claystone and interbedded lime-

stone.

3.1.2.Qasr al’Abid Formation (Ceno-

manian)

	 Cenomanian-aged rocks are ex-

posed in small inliers at the core of the Jar-

das al’Abid dome, close to the site of Lib-

ya’s first wildcat well (Al-18), where deeply 

eroded anticlines have revealed these units 

(8). Initially referred to as the “Gaser al’Abid 

Marl Member” of the Jardas Formation 

by (9), the unit was later elevated to forma-

tional rank and formally named the Qasr 

al’Abid Formation by (10,11). It conformably 

overlies the Daryanah Formation and is, in 

turn, overlain by the Al Baniyah Formation. 

In the present study, the formation is observed 

in sections J1 and J3. At J1, it reaches a thick-

ness of 2 m, consisting of greenish-brown 

clay facies at the base, grading upward into 

yellow marl. At J3, the unit is 70 m thick and 

dominated by claystone interbedded with 

limestone. Fossil content includes echinoid 

fragments, shell debris, and evidence of bio-

turbation.

3.1.3.Al Baniyah Formation (Late Ceno-

manian–Coniacian)

	 First described as the “Benia Lime-

stone Member” by (9) and later elevated to 

formational status by (10,11), the Al Baniyah 
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Formation is characterized by a lithological 

transition from marl to chalky limestone, with 

an unconformable contact at its upper bound-

ary with the Al Majahir Formation. The for-

mation is exposed in four sections: J1, J2, J3, 

and J4. At J1, it is 2 m thick, represented by 

white chalky limestone devoid of macrofos-

sils. At J2, it reaches 9 m and is composed of 

white to brown chalky limestone interbedded 

with a thin phosphate layer at the base and 

a 1 m-thick deformed green claystone in the 

middle. Large calcite geodes are also present. 

At J3, it measures 10 m and comprises white 

chalky limestone. At J4 (Ghwth Sas School), 

it is also 10 m thick and consists of slightly 

chalky, white to brown marly limestone with 

three thin oyster beds. Fossils include internal 

molds of pelecypods and external molds of 

ammonites.

3.1.4.Al Majahir Formation (Early Santo-

nian–Campanian)

	 Named by (11) after the Qasr al Ma-

jahir near Qandulah village, the Al Maja-

hir Formation is equivalent to the Al Feitah 

Limestone and parts of the Ghwth Sas Marl 

Members (12). It is composed of marly lime-

stone, microcrystalline, and dolomitic lime-

stones, with interbedded marls and calcareous 

claystones. This formation is reported only at 

J5 (Ghwth Sas quarry), where it reaches 10 m 

in thickness and consists of white marl inter-

bedded with limestone beds. Fossils include 

molds of ammonites and Inoceramus. The 

lower part represents a pre-Campanian sedi-

mentation cycle that gradually thins upwards.

3.1.5.Al Uwayliah Formation (Danian, Pa-

leocene)

	 The formation was deposited 

during a marine transgression that began in 

the Danian; it reflects varied outcrop patterns 

influenced by regional tectonics and erosion 

(13). The holostratotype, described by (12), is lo-

cated in the Al Uwayliah area and comprises 

whitish chalk and greenish marl.

	 In this study, Paleocene (Danian) 

strata within the Al Uwayliah Formation 

have been confirmed for the first time at the 

upper part of section J2 in the Jardas al ‘Abid 

area. Previously, the Al Uwayliah Formation 

was only known from the northern part of Al 

Jabal al Akhdar, specifically in the Uwayli-

ah area, where it was considered Landenian 

in age, as well as from remnant exposures to 

the south and in Jardas al Jarari (14). This new 

occurrence significantly expands the known 

distribution and stratigraphic range of the 
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Al Uwayliah Formation within northeastern 

Libya.  

3.2. Biostratigraphy

3.2.1. Planktic Foraminiferal Biozones

	 Nine planktic foraminiferal bio-

zones have been identified in this study, 

following the zonal marker scheme of (15,16), 

and are presented below in descending strati-

graphic order: 

1.Ticinella primula Interval Biozone (Mid-

dle Albian)

	 This biozone is defined as the in-

terval from the first occurrence of Ticinella 

primula to the first appearance of Biticinella 

breggiensis. It is recognized in the Water Well 

section (J3). The upper boundary and the 

lower boundary of this biozone are defined 

by the occurrence of Ticinella primula and 

Pseudothalmanninella ticinensis at a depth of 

122m; the associated marker species is Hed-

bergella gorbachikae (Fig. 2).

2.Biticinella breggiensis Interval Biozone 

(Late Albian)

	 This biozone is defined as the in-

terval from the first occurrence of Ticinella 

primula to the first appearance of Biticinella 

breggiensis. It is recognized in the Water Well 

section (J3). This biozone was defined based 

on the last occurrence of the zonal marker Bi-

ticinella breggiensis and the lack of the earlier 

zonal marker species Ticinella primula (Fig. 

2).

3.Pseudothalmanninella ticinensis Inter-

val Biozone (Late Albian)

	 This biozone is defined as the inter-

val from the first occurrence of Pseudothal-

manninella ticinensis to the first occurrence 

of Thalmanninella appenninica, Late Albian. 

It is recognized in the Water Well section 

(J3). The upper boundary of this biozone is 

defined by the last occurrence of Pseudothal-

manninella ticinensis and the first occurrence 

of Thalmanninella brotzeni at a depth of 72m, 

and the lower boundary is defined by the last 

occurrence of Ticinella primula at a depth of 

104m. The associated marker species include 

Biticinella breggiensis and the benthic large 

foraminifera Orbitulina discoidea (Fig. 4).  

4.Thalmanninella brotzeni Interval Bio-

zone (Early Cenomanian)

	 As an interval from the first occur-

rence of Thalmanninella brotzeni to the first 

occurrence of Thalmanninella reicheli. It is 

recognized in the Water Well section (J3). The 

lower boundary of this biozone is defined at 

a depth of 72m by the extinction of all Late 
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Albian foraminifera such as Ticinella and Bi-

ticinella spp., while the upper boundary is de-

fined at a depth of 52m by the absence of R. 

reicheli and the presence of the primary zonal 

marker Rotalipora cushmani. The associat-

ed planktic taxa, such as Praeglobotruncana 

stephani and Cyclamina (Figure. 4). 

5.Rotalipora cushmani Total Range Bio-

zone (Middle to Late Cenomanian)

	 It is defined by the total range of Ro-

talipora cushmani. This biozone is document-

ed in the Water Well section (J3). The top of 

this biozone is picked at a depth of 12m by 

the lack of all rotaliporid members, especial-

ly the secondary marker species Thalmanni-

nella greenhornesis, in addition to diagnostic 

agglutinated larger benthic foraminifera, 

Thomasinella punica. The lower boundary is 

defined by the last occurrence of Thalmanni-

nella brotzeni. The associated planktic taxa in 

this biozone include Muricohedbergella del-

rioensis, Rotalipora montsalvensis, Praeglo-

botruncana carinata, Whiteinella baltica, and 

Praeglobotruncana stephani (Figure. 4). The 

biozone is also recognized in Jardas Al’Abid 

school section J1, where it is defined by the 

occurrence of the primary zonal marker Ro-

talipora cushmani. The associated planktic 

taxa in this biozone include Thalmanninella 

greenhornsis, Muricohedbergella planispira, 

and Muricohedbergella delrioensis (Figure. 

2).

6.Hedbergella -Pithonella Assemblage 

Biozone (Late Cenomanian)

	 It is recognized as the Jardas 

al‘Abid quarry section (J2). This biozone is 

defined by the occurrence of pithonella spp., 

and Hedbergella spp. in addition to the di-

agnostic secondary zonal marker Rotalipora 

greenhornensis (Figure. 3).

7.Whiteinella brittonensis Total Range 

Biozone one (Early Turonian) 

	 Proposed herein based on the find-

ings in the uppermost part of the Water Well 

section (J3), this biozone spans from the last 

occurrence of Rotalipora cushmani to the dis-

appearance of Helvetoglobotruncana helveti-

ca at 2 m depth. The associated taxa include 

Praeglobotruncana sp. (Figure. 4). 

8.Dicarinella concavata Assemblage Bio-

zone of (Late Coniacian to Early Santo-

nian). 

	 An interval from the first occur-

rence of Dicarinella concavata to the first 

occurrence of Dicarinella asymetrica is iden-

tified in the Ghwth Sas School section (J4).  
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It is defined based on the absence of Dicar-

inella asymetrica and the presence of Dicari-

nella concavata, Marginotruncana marginata, 

Marginotruncana sinuosa, Marginotruncana 

paraconcavata, and Marginotruncana schnee-

gansi. The associated taxa are Whiteinella 

archaeocretacea and Planoheterohelix reussi 

(Figure. 5).

9.Paruvlarugoglobigerina eugubina Total 

Range Biozone (Early Paleocene).

	 This biozone represents the total 

range of Parvularugoglobigerina eugubina 

and is identified in the Jardas al’Abid Quarry 

section. Both the lower and upper boundaries 

are defined by the range of the zonal marker 

itself. Associated species include Globoconu-

sa daubjergensis and Parvularugoglobigerina 

extensa (Figure. 3).

Figure. (2): Distribution chart of the identified foraminiferal taxa from the Jardas al’Abid School 

section. Note: Molluscan biozones are referenced from a previous study by (5).
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Figure. (3): Stratigraphic chart illustrating the lithological profile of the Jardas al’Abid Quarry 

section (J2) and the vertical distribution of the identified taxa.
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Figure. (4): Stratigraphic chart illustrates the lithological profile of the Water Well section (J3), 

the vertical distribution of the identified foraminiferal and molluscan taxa.
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Figure. (5): Stratigraphic chart illustrating the lithological profile of the Ghwth Sas section (J4), 

along with the vertical distribution of the identified foraminiferal and molluscan taxa.

3.2.2. Molluscan Biozones

	 The molluscan biozones, identi-

fied in this study, include several pelecypod 

and ammonite assemblages. Among the pe-

lecypod biozones, the Inoceramus balticus 

(Endocostea) biozone, attributed to the Cam-

panian, is recognized within the Al Majahir 

Formation at the Ghwth Sas Quarried sec-

tion (J5) (Figure. 6). Additionally, two Late 

Cenomanian pelecypod biozones—Mecaster 

batnensis within the Qasr al’Abid Formation 

and Costagyra olisiponensis within the Al 

Baniyah Formation—have been previously 

reported by (5) from the Jardas al’Abid School 

section (Figure. 2).

	 Furthermore, one ammonite bio-

zone was identified in this study: the Kitchi-

nites emscheris biozone of the Early Santo-
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nian age, observed in the Ghwth Sas Quarried 

section (J5); this biozone was recorded for 

the first time in the Al Jabal Al Akhdar region 

(Figure. 6).

Figure. (6): Stratigraphic chart showing the lithological profile of the Ghwth Sas School section 

(J5), along with the stratigraphic distribution of the identified fossil taxa.
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3.3. Correlation

	 The measured sections, extending 

from southeast to northwest, include the fol-

lowing: Jardas al’Abid School (J1), Jardas 

al’Abid Quarry (J2), Water Well (J3), Ghwth 

Sas School (J4), and Ghwth Sas Quarry (J5). 

These sections have been correlated litholog-

ically and biostratigraphically. The biozones 

established in this study are based on both 

planktic foraminifera and mollusks (Inocera-

mus and ammonite species).

	 The youngest unit, the Al Uway-

liah Formation (Danian), is exposed only 

in the J2 section, where it is defined by the 

presence of the Parvularugoglobigerina eu-

gubina biozone. The Water Well section (J3) 

is considered a reference hole, where three 

formations are present: Daryanah (Middle 

to Late Albian), Qasr al’Abid (Cenomanian), 

and Al Baniyah (Early Turonian). Five bio-

zones have been identified in J3, listed from 

the oldest to the youngest: Ticinella primula 

(Middle Albian), Pseudothalmanninella ticin-

ensis (Late Albian), Thalmanninella brotzeni 

(Early Cenomanian), Rotalipora cushmani 

(Late Cenomanian), and Whiteinella britton-

ensis (Early Turonian).

	 To the northwest, in section J4, 

where only the Al Baniyah Formation is ex-

posed, the Dicarinella concavata assemblage 

biozone correlates laterally with the Whitei-

nella brittonensis biozone. To the southeast 

of J3, the lateral equivalent of the Whiteinella 

brittonensis biozone is the Hedbergella-Pi-

thonella assemblage biozone, while at J1, 

the molluscan Mecaster batnensis biozone 

is equivalent. The Al Baniyah Formation ex-

hibits variations in age, thickness, and faunal 

content from northwest to southeast, reflect-

ing tectonic influences in the study area, par-

ticularly the dome (inlier) structure.

	 In the far northwest at site J5, the Al 

Majahir Formation (Campanian) is exposed 

and contains only molluscan biozones. The 

lower biozone, Kitchinites emscheris, is de-

fined by the presence of Tissotia steinmanni, 

while the upper biozone is defined by the 

presence of the Inoceramus balticus (Endo-

costea) biozones.

	 The pre-Coniacian biozones show a 

good correlation between sections J1 and J3, 

particularly in the upper part of the Rotalipora 

cushmani biozone. However, the lower bio-

zones are less well correlated, with only the 

Biticinella breggiensis, Pseudothalmanninel-



143

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Applied Sciences: 129 – 158                   Obaida, et la.

la ticinensis, and Ticinella primula biozones 

being preserved (Figure. 7, 8, 9).

	 Worldwide, the reported foramin-

iferal biozones have been extensively cor-

related, particularly in North Africa. The Tici-

nella primula biozone is correlated with the 

Early Albian Fahdene Formation in Northern 

Tunisia (17). Biticinella breggiensis biozone is 

correlated with the Hauterivian to Barremi-

an–Aptian stages of Tunisia (18).  Thalmanni-

nella brotzeni biozone is also correlated with 

the Late Albian deposits of northern Tunisia, 

within the southern Tethyan realm (19). Dicar-

inella concavata biozone is correlated with 

the upper part of the pelagic limestones in 

the Kurdistan region, northeastern Iraq (20). 

Additionally, the Parvularugoglobigerina eu-

gubina biozone, marking the base of the Pa-

leocene, is correlated with Gubbio, Italy (21). 

Regarding macrofossils, the molluscan am-

monite Kitchinites emscheris biozone, which 

was previously only known from Ecuador 

and Peru (22), is now reported for the first time 

in North Africa to represent from Libya.

Figure. (7): Vertical distribution of the recognized biozones and a horizontal comparison between 

the studied sections on the bases of micro-macrofossils, in Jardas al’Abid inlier, of al Jabal al 

Akhdar, NE Libya.
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	 The foraminiferal biozones were es-

tablished from the coastal and offshore areas 

by (23,24).  and later refined by (5), are correlated 

with the lateral equivalents recognized in the 

southern Al Jabal al Akhdar region. These 

include biozonations proposed by (3,4,5).  The 

correlation between these regional frame-

works is illustrated in (Fig. 8), providing a 

comprehensive biostratigraphic comparison 

across northern Libya and contributing to 

the refinement of the regional chronostratig-

raphy. Additionally, the biozones established 

in the present study are also correlated with 

previous biozonation schemes (Fig. 8), al-

though the earlier frameworks were based on 

a combination of foraminiferal and mollus-

can assemblages, particularly pelecypods and 

ammonites. This integrated approach enhanc-

es the resolution and reliability of the regional 

stratigraphic correlations.  

Figure. (8): Stratigraphic correlation chart comparing the previously published foraminiferal 

biozones with those established in the present study. Asterisks (*) and hash symbols (#) indicate 

molluscan biozones, specifically those based on
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Figure. (9): Biostratigraphic correlation of the measured sections (J1–J5), illustrating the dis-

tribution of lithologic units and biostratigraphic zones across the study area. The correlation is 

referenced to the base of the Al Baniyah Formation (datum line). Note: the lower part of section 

J3 is presented at a different vertical scale.
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4.CONCLUSION

	 The Cretaceous (Albian-Maastrich-

tian) and Paleocene (Danian) surface and sub-

surface successions from the measured and 

sampled sections of the Jardas al’Abid Inlier, 

including Jardas al’Abid School (J1), Jardas 

al’Abid Quarry (J2), Water Well (J3), Ghwth 

Sas School (J4), and Ghwth Sas Quarry (J5), 

have been analyzed for their foraminiferal 

and molluscan content. A total of 30 species 

were identified, belonging to 23 genera, 13 

families, and 8 suborders, all of which have 

been systematically described and illustrated.

Nine planktic foraminiferal biozones were 

identified in descending stratigraphic order:

1.Parvularugoglobigerina eugubina Total 

Range Biozone (Danian) – recognized in the 

Al Uwayliah Formation at the Ghwth Sas 

Quarried section (J2).

2.Dicarinella concavata Interval Biozone 

(Coniacian) – found in the Al Baniyah For-

mation at the Ghwth Sas Quarried section 

(J5).

3.Whiteinella brittonensis Total Range Bio-

zone (Early Turonian) – identified in the Wa-

ter Well section (J3), Al Baniyah Formation.

4.Hedbergella spp.-Pithonella spp. Assem-

blage Biozone (Late Cenomanian) – ob-

served in the Al Baniyah Formation at the 

Jardas al’Abid Quarried section (J2).

5.Rotalipora cushmani Total Range Biozone 

(Late Cenomanian) – present in the Qasr 

al’Abid Formation at both the Jardas al’Abid 

School (J1) and Water Well (J3) sections.

6.Thalmanninella brotzeni Interval Biozone 

(Early Cenomanian) – identified in the Qasr 

al’Abid Formation at the Water Well section 

(J3).

7.Pseudothalmanninella ticinensis Interval 

Biozone (Late Albian) – observed in the 

Daryanah Formation at the Water Well sec-

tion (J3).

8.Biticinella breggiensis Interval Biozone 

(Late Albian) – found in the Qasr al’Abid 

Formation at the Jardas al’Abid School sec-

tion (J1).

9.Ticinella primula Interval Biozone (Middle 

Albian) – recognized in the Daryanah Forma-

tion at the Water Well section (J3).

	 An ammonite biozone, Kitchinites 

emscheris Biozone, was established in the 

Ghwth Sas Quarried section (J5), within the 

Al Majahir Formation, representing the total 

range biozone (Early Santonian).

	 Three molluscan biozones were 

identified: 1) Inoceramus balticus (Endo-
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costea) of Campanian age, found in the Al 

Majahir Formation at the Ghwth Sas Quar-

ried section (J5); 2) Mecaster batnensis in the 

Qasr al’Abid Formation (Late Cenomanian) 

at Jardas al’Abid School section (J1); 3) 

Costagyra olisiponensis in the Al Baniyah 

Formation (Late Cenomanian) at Jardas 

al’Abid School section (J1).

	 The discovery of existing Paleo-

cene (Danian) strata has been confirmed 

at the upper part of section J2 in the Jardas 

al‘Abid area. This unit, approximately 1 

meter thick, was identified based on its mi-

crofossil assemblages, notably the presence 

of early Paleocene planktic foraminifera, as 

well as its stratigraphic position, as it overlies 

the Al Baniyah Formation. This represents 

significant evidence for post-Cretaceous sed-

imentation in the region and provides biostra-

tigraphic correlation with other Danian suc-

cessions across North Africa. 

	 Based on the micro-macrofossils 

distribution and lithological nature of the 

Cretaceous-Paleocene sequence in the Jardas 

al’Abid Inlier, the marine environments range 

from shallow marine facies (inner ramp) to 

deep marine facies (outer ramp).
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7.DESCRIPTION OF PLATES 1-6

PLATE 1

1.Ticinella primula (Middle Albian): a) Spiral 

view (X45), b) Umbilical view (X45), Dary-

anah Formation, Sample No. 8, Depth 104m, 

Water well section (J3).

2.Biticinella breggiensis (Late Albian): a) 

Spiral view (X45), b) Umbilical view (X45), 

Daryanah Formation, Sample No. 7, Depth 

72m, Jardas al’Abid School section (J1).
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3.Rotalipora montsalvensis (Late Ceno-

manian): a) Spiral view (X45), b) Umbilical 

view (X45), Qasr al’Abid Formation, Sample 

No. 4, Depth 44m, Water well section (J3).

4.Pseudothalmanninella ticinensis (Late Al-

bian): a) Spiral view (X45), b) Umbilical 

view (X45), Daryanah Formation, Sample 

No. 5, Depth 56m, Water well section (J3).

5.Rotalipora cushmani (Late Cenomanian): 

a) Spiral view (X45), b) Umbilical view 

(X45), Qasr al’Abid Formation, Sample No. 

7, Depth 72m, Water well section (J3).

6.Thalmanninella greenhornsis (Late Ceno-

manian): a) Spiral view (X45), b) Umbilical 

view (X45), Qasr al’Abid Formation, Sample 

No. 2, Depth 12m, Water well section (J3).

PLATE 2

1.Archaeoglobigerina blowi (Campanian): a) 

Spiral view (X45), b) Umbilical view (X45), 

Al Majahir Formation, Sample No. 3, Ghwth 

Sas Quarried section (J5).

2.Whiteinella baltica (Late Cenomanian): a) 

Spiral view (X35), b) Umbilical view (X45), 

Qasr al’Abid Formation, Sample No. 4, 

Depth 44m, Water well section (J3).

3.Praeglobotruncana stephani (Late Ceno-

manian): a) Spiral view (X45), b) Umbilical 

view (X25), Qasr al’Abid Formation, Sample 

No. 4, Depth 44m, Water well section (J3).

4.Muricohedbergella delrioensis (Late Ceno-

manian): a) Spiral view (X45), b) Umbilical 

view (X45), Qasr al’Abid Formation, Sample 

No. 2, Depth 12m, Water well section (J3).

5.Hedbergella gorbachikae (Late Albian): a) 

Spiral view (X45), b) Umbilical view (X45), 

Qasr al’Abid Formation, Sample No. 8, 

Depth 104m, Water well section (J3).

6.Archaeoglobigerina cretacea (Coniacian): 

a) Spiral view (X40), b) Umbilical view 

(X40), Al Majahir Formation, Sample No. 1, 

Ghwth Sas Quarried section (J4).

7.Muricohedbergella planispira (Late Ceno-

manian): a) Spiral view (X45), b) Umbilical 

view (X45), Qasr al’Abid Formation, Sample 

No. 4, Jardas al’Abid School section (J1).

8.Whiteinella brittonensis (Early Turonian): 

a) Spiral view (X45), b) Umbilical view 

(X45), Qasr al’Abid Formation, Sample No. 

1, Depth 2m, Water well section (J3).

PLATE 3

1.Marginotruncana marginata (Coniacian): a) 

Spiral view (X45), b) Umbilical view (X45), 

Al Baniyah Formation, Sample No. 8, Ghwth 

Sas School section (J4).

2.Contusotruncana fornicate (Campanian): a) 

Spiral view (X30), b) Umbilical view (X30), 
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Al Majahir Formation, Sample No. 2, Ghwth 

Sas Quarried section (J5).

3.Marginotruncana Sinuosa (Campanian): a) 

Spiral view (X45), b) Umbilical view (X45), 

Al Majahir Formation, Sample No. 2, Ghwth 

Sas Quarried section (J5).

4.Marginotruncana schneegansi (Coniacian): 

a) Spiral view (X45), b) Umbilical view 

(X45), Al Baniyah Formation, Sample No. 8, 

Ghwth Sas School section (J4).

5.Dicarinella concavata (Coniacian): a) Spi-

ral view (X45), b) Umbilical view (X45), Al 

Baniyah Formation, Sample No. 8, Ghwth 

Sas School section (J4).

6.Dicarinella concavata cf. (Campanian): a) 

Spiral view (X30), b) Umbilical view (X30), 

Al Majahir Formation, Sample No. 2, Ghwth 

Sas Quarried section (J5).

PLATE 4

1.Parvularugoglobigerina eugubina (Early 

Paleocene): a) Spiral view (X45), b) Um-

bilical view (X45), Al Uwayliah Formation, 

Sample No. 10, Jardas al’Abid Quarried sec-

tion (J2).

2.Globoconusa daubjergensis (Early Paleo-

cene): a) Spiral view (X45), b) Umbilical 

view (X45), Al Uwayliah Formation, Sample 

No. 10, Jardas al’Abid Quarried section (J2).

3.Parvularugoglobigerina extensa (Early Pa-

leocene): a) Spiral view (X45), b) Umbilical 

view (X45), Al Uwayliah Formation, Sample 

No. 10, Jardas al’Abid Quarried section (J2).

4.Marginotruncana paraconcavata (Coni-

acian): a) Spiral view (X45), b) Umbilical 

view (X45), Section (J4), Sample No. 8.

5.Planoheterohelix reussi (Campanian): Spi-

ral view (X45), Section (J5), Sample No. 2.

6.Planoheterohelix globulosa (Late Ceno-

manian): a) Spiral view (X45), b) Umbilical 

view (X45), Section (J5), Sample No. 3.

7.Thalmanninella brotzeni (Early Ceno-

manian): a) Spiral view (X25), b) Umbili-

cal view (X25), Section (J3), Sample No. 6, 

Depth 68m, Water well section.

8.Gaudryina serrata (Campanian): Spiral 

view (X45), Section (J5), Sample No. 3.

9.Orbitolina discoidea (Late Cenomanian): 

Dorsal view (X20), Qasr al’Abid Formation, 

Sample No. 7, Depth 72m, Water well section 

(J3).

10.Saudella ornate (Early Santonian): Side 

view (X45), Al Baniyah Formation, Sample 

No. 9, Jardas al’Abid Quarried section (J2).

PLATE 5

1.Inoceramus (Endocosta) balticus (Campa-

nian): Al Majahir Formation, Sample No. 2, 
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Ghwth Sas Quarried section (J5), bar scale = 

3cm.

2.Oscillopha dichotoma (Coniacian): Artic-

ulated oyster valves, a) Right valve, b) Left 

valve, bar scale = 3cm, Al Baniyah Forma-

tion, Sample No. 4, Ghwth Sas School sec-

tion (J4).

3.Nicaisolopha tissoti (Coniacian): Disartic-

ulated oyster valves, a) Right valve, b) Left 

valve, bar scale = 3cm, Al Baniyah Forma-

tion, Sample No. 7, Ghwth Sas School sec-

tion (J4).

PLATE 6

1.Pachydiscus neubergicus (Late Campan-

ian): Side view, bar scale = 10cm, Al Majahir 

Formation, Sample No. 6, Ghwth Sas Quar-

ried section (J5).

2.Tissotia steinmanni (Coniacian): Side view, 

bar scale = 4cm, Al Majahir Formation, Sam-

ple No. 1, Ghwth Sas Quarried section (J5).
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ABSTRACT
	 Chemicals such as potassium hydroxide (KOH), potassium ferrocyanide 
(K₄[Fe(CN)₆]), and oxalic acid (H₂C₂O₄) have been used as agents capable of rapidly and ef-
ficiently forming precipitates with heavy metal ions under natural environmental conditions. 
The active components in these chemicals act as chelating agents, enabling them to form 
stable precipitates or complexes with heavy metals present in water associated with oil and 
in the surrounding soil.
This study compares the efficiency and characteristics of chemical precipitation products 
with those formed via cathodic deposition during electrochemical treatment. The ability of 
both methods to precipitate various heavy metals (HMs)—including Cr, Fe, Ni, Mg, Cu, Zn, 
Ag, Cd, Mn, and Pb—was investigated. Each method demonstrated varying effectiveness 
in removing specific metals, and it was measured deposition efficiency, standard deviation S 
and a coefficient of variation (CV).
Chemical and electrical methods have treated oil-related water and soil contaminated with 
common heavy metals, which could be removed and treated chemically and electrically. The 
results revealed very high concentrations of these harmful heavy metals, which have con-
taminated oil-related water, the soil, the groundwater beneath it, and the plants it irrigates. 
This poses risks to human and animal health and may even cause diseases and cancer.
Keywords: heavy metals, water associated with oil soil water treatment, Electrophoretic 
Precipitation.
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1- INTRODUCTION

	 Biochemical-electrochemical 

(BES) systems, as well as electrolytic reac-

tors (ERs), have been evaluated for their ef-

fectiveness in removing heavy metals (HMs) 

and filtering fly ash. X-ray diffraction analy-

sis revealed high concentrations of zinc, lead, 

and copper [1]. Various electrochemical treat-

ment methods, such as electrocoagulation 

and electrolysis, have proven effective in re-

moving residual impurities from contaminat-

ed water [2]. A new electrolysis technology, 

developed at laboratory scale, has been tested 

for deep extraction and separation of various 

metals, including heavy metals [3]. Microbial 

electrolysis cells (MECs) have been devel-

oped to treat acid mine drainage (AMD), si-

multaneously producing hydrogen gas (H₂). 

Dual-chamber microbial electrolysis cells 

have also been specifically designed for the 

removal of Cu⁺, Ni⁺, and Fe⁺ under both sin-

gle-metal and mixed-metal conditions [4]. 

Laboratory-scale microbial fuel cells (MECs) 

have successfully removed heavy elements 

such as lead and cadmium under various 

electrical conditions, operating times, and 

concentrations [5]. For the removal of heavy 

elements such as zinc, manganese, and nick-

el from process water, dual-electrode sys-

tems using steel as the cathode and coal- or 

platinum-coated titanium as the anode have 

shown promising results [6]. Further studies 

have investigated the role of bioreduction 

and electrochemical reduction in microbial 

fuel cells (MFCs) and microbial fuel cells 

(MECs) in the removal and recovery of harm-

ful organic pollutants [7]. Platinum-coated 

coal and titanium electrodes showed good 

anode resistance at different current densities 

[8]. The performance of a continuous recir-

culation flow cell has also been evaluated at 

low current densities and different pH lev-

els when treating wastewater and associated 

water in copper smelting plants, confirming 

the effectiveness of cathodic reduction in re-

moving organic pollutants [9]. The removal 

efficiencies of Pb and Cd were found to be 

significantly influenced by factors such as ap-

plied voltage, current, purging solution type, 

soil pH, permeability, and zeta potential [10].

	 The electrochemical removal of 

CM cations from aqueous solutions was in-

vestigated using single-chamber (DKE) elec-

trolyzers [11]. Although advanced oxidation 

techniques can produce high-purity water, 

their high operational costs limit large-scale 
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implementation. Chemical coagulation, 

while effective, is relatively slow and leads 

to significant sludge generation [12].  So-

lidification/stabilization (S/S) methods are 

being explored as potential treatments for 

electrolytic manganese residue (EMR) [13]. 

An improved electrokinetic (EK) process 

for heavy metal (HM) removal from electro-

plating sludge was developed by introducing 

electrolytes into the electrode chambers, sig-

nificantly enhancing removal efficiency [14]. 

Moreover, an actively synthesized catholyte 

solution was employed for the electrochemi-

cal deposition of HMs such as Fe, Cu, and Zn, 

demonstrating its potential for electrocoagu-

lation (electro-flocculation) applications [15]. 

A laboratory-scale process integrating elec-

trolysis (EL) and electrodialysis (ED) was de-

signed for the efficient treatment of Cu-con-

taining wastewater [16].  A glow discharge 

plasma (GDP) system has been developed, 

combining redox mechanisms to decompose 

heavy metal and organic complexes, using 

Cu-EDTA as a model compound [17]. The 

simultaneous removal of Fe²⁺ and Pb²⁺ in mi-

crobial electrolysis cells (MECs), along with 

the targeting of ammonium ions in microbi-

al desalination cells (MDCs), has also been 

demonstrated [18]. Electrochemical filtration 

pressure cells operating in batch recirculation 

mode for the removal of heavy metals from 

copper smelting waste have been tested and 

shown excellent results [19]. Adsorption 

and other various physical and chemical 

techniques have been explored, such as ad-

sorption using new sorbents, ion exchange, 

membrane filtration, electrodialysis, reverse 

osmosis, ultrafiltration, and photocatalysis 

[20].Microbial electrolysis cells (MECs) 

have emerged as an efficient technology for 

the simultaneous removal and recovery of 

nickel (Ni) from electroplating effluents, ef-

fectively eliminating both organic matter and 

Ni ions [21]. The application of an electric 

field significantly enhances pollutant remov-

al, as pollutant-containing particles behave 

as polarizable species, functioning similarly 

to pseudo-electrodes [22]. This method has 

achieved a total mercury removal efficiency 

of 60% [23].

	 A study investigating the electrode-

position of (Cu) and (Pb) onto palm shell–ac-

tivated carbon electrodes evaluated current 

efficiency within a continuous packed-bed 

electrochemical cell [24]. The electroly-

sis process employed selective anodes and 
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cathodes to optimize Cu extraction, with 

maximum efficiency obtained by adjusting 

the current density [25]. Nanocrystalline Ni-

Fe-C cathodes incorporating carbon have 

shown high electroactivity for the hydrogen 

evolution reaction (HER) in hot alkaline 

solutions, indicating their potential for im-

proved electrochemical performance [26]. A 

novel cementitious composite material was 

also developed to stabilize electrolytic man-

ganese residue (EMR), an industrial solid 

waste rich in sulfur and heavy metals (HMs) 

[27]. The performance of batch electrocoag-

ulation (EC) using iron (Fe) electrodes in a 

monopolar configuration was evaluated for 

the simultaneous removal of Cu, Ni, Zn, and 

Mn from synthetic wastewater [28]. A com-

bined internal micro-electrolysis (IME)–elec-

trocoagulation process was also developed at 

the laboratory scale for treating real copper 

smelting wastewater [29]. Electrolysis using 

Fe electrodes resulted in the generation of 

Fe³⁺ ions and Fe(OH)₃ precipitates, while Cu 

electrodes produced Cu²⁺ ions and Cu(OH)₂ 

precipitates [30].

	 Electrolysis experiments were con-

ducted using iron, steel, aluminum (Al), and 

zinc (Zn) electrodes under varying current 

densities and treatment durations to evaluate 

the removal of physico-chemical contami-

nants, heavy metals (HMs), and microbio-

logical pollutants from different wastewater 

sources [31]. The results also indicated that 

a pretreatment process using quicklime ef-

fectively solidified and stabilized HMs [32]. 

Waste printed circuit boards (WPCBs) are 

among the most complex and valuable com-

ponents of electronic waste, containing a va-

riety of recoverable metals [33]. Electrolysis 

is used to remove mercury (Hg) from residual 

effluents generated during gold processing, 

using electrode-driven chemical reactions in 

an electrolyte solution [34]. Electrocoagula-

tion is used to remove HMs such as Cu, Cr, 

Pb, and Zn from industrial wastewater [35]. 

Metal removal during electrocoagulation 

periods can be improved with longer time, 

increased sodium chloride (NaCl) concentra-

tions, and increased electrical current [36].

	 To improve chromium (Cr) recov-

ery, various combinations of electrodes have 

been tested to increase the extraction capac-

ity [37]. Electrolytic membrane extraction 

(EME) is used to remove Cu from aqueous 

solutions, using a specialized electrochemi-

cal cell consisting of two glass chambers, a 
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supported liquid membrane (SLM), a graph-

ite anode, and a stainless steel cathode [38]. 

Electrokinetic treatment of soils contami-

nated with copper, lead, and chromium has 

been piloted and has proven promising [39]. 

Stabilization of contaminants from electro-

lytic manganese residue (EMR) is critical to 

ensure its safe handling and potential reuse 

in environmental protection [40]. the active 

chemicals in Picovit, Clara, Drill, Endocer 

Givescon, Hydral, Laxofin, Maxlase, Mo-

tilium, Orapen, Scopinal, Maltvitamin, and 

Xilone drugs have been used as chelating 

agents for heavy metals remediation [41]. 

	 In this study, heavy metal ions 

were precipitated using oxalic acid, potassi-

um ferricyanide, and potassium hydroxide. 

The efficiency of chemical precipitation was 

compared with that of electro-precipitation. 

Both methods were applied to remove heavy 

metals from water and soil associated with oil 

production in the Nafoora field, operated by 

the Arabian Gulf Oil Company in Jalu, Libya.

2- EXPERIMENTAL

2.1. Chemicals and Equipment’s

 	 Beakers of 250 ml capacity - Filter 

papers - Funnels - Cylinder tester - Cups - 

Conical flasks Sensitive balance – Standard 

measuring flasks 250 ml.

 2.2. Preparation of solutions

	 100 ml of solution of 0.1 molar 

are prepared from the following materi-

als: Cu (NO3)2 .3H2O (2.4g), AgNO3 (1.7g), 

MgSO4 (1.2g), NiSO4 (1.54g), Fe (NO3)3 

.9H2O (4.04g), Cr (NO3)2 .9H2O (4g), Cd-

SO4.4H2O (3.52), Pb (NO3)2 (3.3g), ZnSO4. 

7H2O (1.61g) and MnSO4. (1.69g). Add 50 

ml of metal ion solution to 50 ml from 0.1M 

precipitating agents (Oxalic acid, C2H2O4, 

Potassium ferricyanide K4[Fe (CN)₆] and Po-

tassium hydroxide KOH, then, the solution 

was filtrated, dry, and weighted.

2.3. Method of precipitation

	  50 ml of heavy metal salts solution 

such as Cu (NO3)2 .3H2O, AgNO3, MgSO4, 

NiSO4, Fe (NO3)3 .9H2O, Cr (NO3)2 .9H2O, 

CdSO4.4H2O, Pb (NO3)2, ZnSO4. 7H2O and, 

MnSO4, were added to 50 ml of 0.1 M solu-

tion of H2C2O4 acid and the temperature was 

adjusted to 25 degrees and the pH value to 

7-8 using a buffer solution of H2C2O4 acid 

and Na2C2O4 and the solution was left for 24 

hours to ensure the complete precipitation 

process. Then the precipitate was filtered, 

washed with distilled water, dried and the 

precipitate was weighed and the precipita-
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tion efficiency was calculated under those 

conditions. The work was repeated with 

three other precipitating agents; H2C2O4 acid, 

(K₄[Fe(CN)₆]) and KOH) then the solution 

was filtrated, dry, and weighted.

2.4. Digestion of the percipitation:

	 The percipitation process took 

place for a period of one to three hours on a 

water bath or leaving it for a period of 12-24 

hours at room temperature. During the diges-

tion process, crystallization is continuously 

re-crystallized, which leads to elimination of 

pockets trapped inside the percipitation, Get 

rid of impurities, Creating bridges, which 

leads to the formation of larger granules,  Dis-

solution of small granules and growth of large 

granules. It is the weight of the substance to 

be determined (the precipitate) contained in 

one gram of the precipitate. The gravimetric 

coefficient = the atomic weight of the ele-

ment to be determined / the molecular weight 

of the precipitate.

2.5. Electrolysis cell

	 Electrochemical cell design, elec-

trode setup, and principles of operation  

(maximum capacity of 100 mL of sample or 

electrolyte reservoir) and all the other appara-

tus are shown in Fig. 1. The device was com-

posed of (a) a jacketed electro- chemical cell, 

a conventional three-electrode arrangement 

with a (b) Ag/AgCl (KClsat.) reference elec-

trode, (c) a platinum wire auxiliary electrode, 

and graphite electrode.

Figure.(1). Shows the electrolysis cell for 

CdSO4. 8H2O.

2.6. Electrophoretic Precipitation Method

	 The feasibility of this process for 

the recovery of (HMs) from aqueous solu-

tions was determined. The effects of three 

operational parameters, namely voltage, 

initial ion concentration, and water flow, on 

the recovery of metals and water were inves-

tigated and optimized. The feasibility of this 

process for the extraction of heavy metals 

from aqueous solutions was determined. The 

effects of three operational parameters were 
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investigated: voltage using a voltage range of 

5 –12 V, initial ion concentration in all 0.1 M 

(HM) ion solutions, and the surface area of  

the electrodes used for electrodeposition. The 

process also included a 24-hour holding time, 

electrode drying, weighing, and calculating 

the amount of precipitate formed on the cath-

ode as a result of the deposition process. The 

process also included calculating the depo-

sition efficiency for solutions with a known 

concentration of 0.1 M. The same conditions 

were then applied to water associated with 

the oil and the precipitation of (HM) ions. 

The accompanying soil was also prepared 

by placing 100 grams of the accompanying 

soil in a liter of distilled water with continu-

ous stirring for two hours, then filtering the 

solution and taking 100 ml of the filtered 

solution and precipitating the ions in it by 

electro-precipitation under the same previous 

conditions.

2.7. statistical determination 

-Among these statistical indicators are the 

following:

-Variation coefficient CV and it get from the 

relationship:

-where S is the standard deviation and it get 

from the relation:

-where X is the mean, which is the arithme-

tic average of the values, and it get from the 

relationship:

3. RESULTS 

3.1. Precipitate HMs by oxalic acid.

Table .(1). The GC,  ppt, % eff. S, CV, and K sp., of heavy metal precipitate with oxalic acid. 
 Ppt/g  Cr  Fe  Ni Mg  Cu Zn  Ag  Cd  Mn Pb

GC 0.37 0.39 0.40 0.21 0.35 0.42 0.35 0.35 0.38 0.70

ppt   0.01  0.01 0.495 0.01 0.605 0.28  0.684  0.055  0.085 0.349

.eff % 1.5% 1.4% 70% 1.8% 80% 37% 46% 8% 12% 25%

S 0.001 0.001 0.05 0.001 0.05 0.02 0.05 0.001 0.001 0.02

CV 10% 10% 10% 10% 8% 7% 7% 2% 12% 6%

.K sp - - - 10-5×8 - 10-8×2.7 - 10-8×1.5 - -
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Figure.(2).  shows the weight ppt of metal 

oxalate in 100 ml of solution.

	 From Figure.(2).  The relationship 

between the metals oxalate which precipitat-

ed by adding 50 ml of 0.1M of oxalic acid to 

50 ml 0.1M of metal ions.  

3.2. Precipitate HMs by (K₄[Fe(CN)₆]).

Table .(2). The GC,  ppt, % eff. S, CV, and K sp., of heavy metal precipitate with potassium 

ferricyanide.
 Ppt/g  Cr  Fe  Ni Mg  Cu Zn  Ag  Cd  Mn Pb

G C 0.35 0.37 0.38 0.18 0.41 0.42 0.92 0.32 0.37 0.92

ppt   0.278  1.804  0.599  0.11  2.512  0.517  0.97  2.394  1.532  0.902

.eff % 23% 99% 40% 8% 99% 33% 42% 99% 99% 40%

S 0.03 0.06 0.05 0.01 0.05 0.02 0.05 0.08 0.05 0.05

CV 10% 3% 10% 10% 2% 4% 6% 3% 3% 6%

.K sp - 10⁻¹¹×1.21 - - 16–10×1.3 - - - - -

Figure.(3).  Shows the weight ppt of metal ferricyanide in 100 ml of solution.
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	 From Figure.(3).  The relationship 

between the metals ferricyanide which was 

precipitated by adding 50 ml of 0.1M of 

(K₄[Fe(CN)₆]) to 50 ml 0.1M of metal ions.  

3.3. Precipitate HMs by potassium hy-

droxide.

Table 3. The GC,  ppt, % eff. S, CV, and K sp., of heavy metal precipitate with KOH
 Ppt/g  Cr  Fe  Ni Mg  Cu Zn  Ag  Cd  Mn Pb

G C 0.6 0.63 0.63 0.41 0.65 0.65 0.86 0.58 0.61 0.86

ppt   2.276  0.092  0.349  0.473  1.004  0.329  0.765  1.452  1.313  0.225

.eff % 99% 29% 76% 56% 97% 66% 99% 99% 99% 19%

S 0.01 0.001 0.03 0.05 0.05 0.03 0.08 0.08 0.07 0.03

CV 1% 1% 10% 10% 5% 9% 10% 6% 6% 13%

.K sp 31–10× 6.3 38–10×4 15 –10×2.0.
11–10×1.8 20–10×2.2 17–10×1.2 - - - 15–10×1.2

Figure. (4). Shows the weight ppt of metal hydroxide in 100 ml of solution.

	 From Fig.4.  The relationship be-

tween the metals hydroxide which precipi-

tated by adding 50 ml of 0.1M of potassium 

hydroxide to 50 ml 0.1M of metal ions.  

3.4. Precipitate HMs by electrolysis.
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Table .(4). The  ppt, % eff. S, CV, and V of heavy metal precipitate by electrolysis. 
Ppt/g Cr Fe Ni Mg Cu Zn Ag Cd Mn Pb

  ppt 0.645 0.633 0.864 0.212 0.107g 0.239 0.674 0.761 0.382 0.382

% eff. 62% 57% 75% 44% 9% 18% 62% 90% 35% 19%

S 0.06 0.06 0.06 0.02 0.01 0.03 0.05 0.06 0.03 0.03

CV 10% 10% 8% 10% 9% 12% 8% 9% 8% 8%

V - 0.91 - 0.77 - 0.23 -2.3 0.34 -0.76  0. 80 0.40 -1.18 − 0.13

Figure. (5). Shows the weight ppt of metals at electrodes by  electrolysis.

	 From Figure.(5).  The relationship 

between the metals which was precipitated 

by electrolysis. Fig.5.  displays the relation-

ship between the metals which precipitated 

by electrolysis. The findings show that Cr, 

Fe, Ni, Ag, Cd, Mn, and Pb were the highest 

precipitated than other metal ions by elec-

trolysis. The percentage of deposition on the 

negative electrode in the electrolytic cell is 

due to the value of the reduction potential of 

the ions on the cathode when all other factors 

are constant, which made the values of the 

percentage of deposition consistent with the 

values of the reduction potentials in order. Cr 

= − 0.91 V, Fe = - 0.77 V, Ni = − 0.23 V, Ag 

= + 0. 80 V, Cd = − 0.40 V, Mn = −1.18 V, Pb 

= − 0.13 V

3.5. The differences between the precipita-

tion of heavy metals by chemical precipita-

tion and electrolysis
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Figure.(6).   Shows The differences between chemical precipitation and electrolysis

3.6. Application 

3.6.1. The differences between chemical 

precipitation of heavy metals at soil and 

water associated with oil.

Figure.(7).  Shows the weight ppt of metal oxalate, (K₄[Fe(CN)₆])and KOH in 100 ml of solution 

at water associated with oil and soil.
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3.6. 2. The differences between the precip-

itation of heavy elements by electrodeposi-

tion of both soil and water associated with 

oil.

Figure. (8). Shows the weight ppt of metals at electrodes by electrolysis.

4. DISSECTIONS

Table (1). Shows that Cu, Ni and Ag have 

the highest deposition efficiency of 80%, 

70% and 0.46 respectively, with oxalate, at 

standard deviation S= 0.05 and a coefficient 

of variation of C. V= 8%, 10% and 7% re-

spectively.

From figure. (2), shows that Ag, Cu, Ni, and 

Pb were the highest precipitated than other 

metal ions by oxalic acid. oxalic acid facil-

itated to the removal of Pb2+ [42], K sp. of 

Ag2C2O4 white = 5.40 × 10−12, CuC2O4 = 2.9 

× 10-8, NiC2O4 =1 10-7, and PbC2O4 white = 

4.8 × 10−10, The results of the precipitation of 

heavy element ions using H₂C₂O₄ were con-

sistent with the solubility product of each of 

the precipitates: Ag2C2O4, then Cu, then Ni, 

then Pb.

Table (2). Shows that Cu, Fe, Cd and Mn 

have the highest deposition efficiency of 

99%, 99%, 0.99 and 0.99 respectively, with 

standard deviations S= 0.05, 0.06 and 0.08 

and a coefficient of variation of CV= 2%, 

3%, 3% and 3% respectively, and the solubil-

ity product of K sp. of Cu is 1.3×10-16 and K 

sp. of Fe 1.21 × 10⁻¹¹, respectively.

From figure. (3), shows that Fe, Cu, Cd, Pb, 

and Mn were the highest precipitated than 

other metal ions by Potassium ferricyanide. 

K sp. for Fe =1.21 × 10⁻¹¹, [43].

Table (3). Shows that Cr, Ag, Cd and Mn 

have the highest deposition efficiency of 



171

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Applied Sciences: 159 – 178                   Matter, et la.

99%, 99%, 0.99 and 0.99 respectively, with 

standard deviations S= 0.01, 0.08, 0.08 and 

0.5, and coefficients of variation CV = 1%, 

10%, 6% and 6% respectively, and the solu-

bility product Ksp. of Cr is 6.3×10-31 and of 

Pb is 1.2×10-15 respectively.

In figure. (4), shows that Cr, Cu, Cd, and Mn 

were the highest precipitated than other metal 

ions by potassium hydroxide KOH, K sp. Cr 

(OH)3 gray-green = 6.3 × 10−31, Cu (OH)2 = 

pale blue = 2.2 ×10 –20, Cd (OH)2 = 7.20 × 10-

15, Mn (OH)2 light pink =1.9 × 10−13 [44]. The 

results of the precipitation of heavy element 

ions using KOH were consistent with the sol-

ubility product of each of the precipitates: Cr, 

Cu, Cd, Mn.

Table (4) Shows that through electrodeposi-

tion, cadmium, nickel, chromium and silver 

have the highest deposition efficiencies of 

90%, 75%, 0.62 and 0.62 respectively, with 

standard deviations of 0.01, 0.08, 0.08 and 

0.5 and coefficient of variation of 9%, 8%, 

6% and 5% respectively, and reduction po-

tentials as shown in Table 4.

From figure. (5), shows that Cr, Fe, Ni, Ag, 

Cd, Mn, and Pb were the highest precipitat-

ed than other metal ions by electrolysis. The 

percentage of deposition on the negative elec-

trode in the electrolytic cell is due to the value 

of the reduction potential of the ions on the 

cathode when all other factors are constant, 

which made the values   of the percentage of 

deposition consistent with the values   of the 

reduction potentials in order. Cr = − 0.91 V 

, Fe = - 0.77 V, Ni = − 0.23 V, Ag = 80 .0+ V, 

Cd =  − 0.40 V, Mn = −1.18 V, Pb = − 0.13 V

From figure. (6), shows that Cr, Fe, Cu, Cd, 

and Mn were the highest precipitated than 

other metal at all, the order of the most pre-

cipitated elements was approximately consis-

tent with both the solubility constant and the 

reduction potentials.

From figure. (7), shows that the highest met-

al ions were precipitated from wastewater 

than other metal the ions were precipitated 

from soil due to the concentration of metal 

ion in wastewater was greater the concentra-

tion of metal ions at soil.

From figure.(8), shows that the highest met-

al ions were precipitated from wastewater by 

electrodeposition than other metal the ions 

were precipitated from soil by electrodeposi-

tion due to the concentration of metal ion in 

wastewater was greater the concentration of 

metal ions at soil.
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5. CONCLUSION

	 Chemical precipitation, offers a rel-

atively simple and cost-effective approach for 

removing heavy metals (HMs) from contam-

inated water. The use of chelating agents such 

as (KOH),  (K₄[Fe(CN)₆]), and  (H₂C₂O₄) 

enables efficient removal of multiple metal 

ions simultaneously. While electrochemical 

methods can also remove heavy metals, they 

generally require more complex setups and 

higher energy input compared to chemical 

precipitation. Electrochemical precipitation 

may be particularly useful for the selective 

extraction of specific heavy metals.

	 Chemical precipitating agents such 

as KOH, K₄[Fe(CN)₆], and H₂C₂O₄ act as 

chemical precipitating and chelating agents. 

These react with heavy metal ions in water 

and aqueous soil solutions, forming insol-

uble compounds that then precipitate. This 

process effectively removes various heavy 

metals from oil-related water, such as Cr, Fe, 

Ni, Mg, Cu, Zn, Ag, Cd, and Pb, with selec-

tive efficacy. The effectiveness of chemical 

precipitation and electrochemical precip-

itation (using a cathode) for the removal of 

heavy metals from oil-related water has been 

compared. Both methods have been shown 

to be capable of removing heavy metals, but 

they operate through different mechanisms. 

Chemical precipitation involves adding pre-

cipitating agents (such as KOH or H₂C₂O₄) 

that react with metal ions to form insoluble 

compounds, which then precipitate from 

solution. Electrochemical precipitation in-

volves applying an electric current to reduce 

metal ions at a cathode, forming solid metal 

deposits. Different precipitating chemicals 

have been shown to exhibit varying efficien-

cies in precipitating heavy metals at varying 

rates. Oxalic acid (H₂C₂O₄) was particularly 

effective at precipitating cadmium or mag-

nesium, while K₄[Fe(CN)₆]) may be more 

effective at precipitating metals such as cop-

per or silver. Potassium hydroxide is known 

to raise the pH of water, facilitating the pre-

cipitation of metal hydroxides, and is partic-

ularly effective for metals such as copper and 

nickel. K₄[Fe(CN)₆]) is effective at forming 

stable complexes with metals such as copper 

and zinc, often resulting in highly efficient 

removal. H₂C₂O₄ is particularly effective at 

removing metals such as calcium, magne-

sium, and iron. These metals are harmful and 

carcinogenic and can accumulate in plants, 

animals, and humans, causing a range of ail-
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ments, including organ damage and cancer. 

Therefore, treating water contaminated with 

heavy metals from petroleum activities is 

critical to preventing environmental damage 

and protecting humans from disease.
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ABSTRACT
	 This meta-analysis, which draws on eight original studies, looks at the average age 
of Libyan women diagnosed with breast cancer. A full review of the original articles pub-
lished in English between October 2016 and August 2024.  A systematic review of five main 
databases was conducted to identify studies including Embase, Scopus, PubMed, Google 
Scholar and Web of Science. Only studies with unambiguous age data were included, as 
determined by the Population, Exposure, Comparator, Outcome, and Study Design (PE-
COS) criteria. The effect sizes were pooled using a random-effects model, and heterogeneity 
was measured with Cochran’s Q and I² statistics. The pooled mean age across studies was 
47.81 years (95% CI: 46.87–48.74), indicating high variability (I² = 98.1%). Influence di-
agnostics identified one outlier study that contributed to the high heterogeneity. These find-
ings highlight age distribution patterns in breast cancer cases in Libya, suggesting avenues 
for targeted early intervention strategies. Overall, these findings emphasize the demand for 
age-specific screening programs in Libya.
Keywords: Breast Cancer; Meta-Analysis; Age Factor; Heterogeneity; Random-Effects    
Model; Incidence Rate; Libyan Women
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1.INTRODUSTION

	 Breast cancer is still the most fre-

quent cancer among women worldwide, and 

it is the leading cause of cancer-related deaths 

among women in many nations 1. Despite 

substantial breakthroughs in early detection 

and treatment, differences in breast cancer in-

cidence and mortality remain global, affected 

by different demographics, lifestyles, and ge-

netic factors 2. The Middle East and North Af-

rica (MENA) area, including Libya, has seen 

an increase in breast cancer cases over the last 

two decades, which can be ascribed to demo-

graphic shifts and rising life expectancy3.

	 Breast cancer is the most frequent 

cancer among women in Libya, and the inci-

dence rate has been gradually rising, posing 

a huge public health challenge. While there 

are several studies on breast cancer in West-

ern populations, regional studies concentrat-

ing on Libyan women are limited, leaving 

gaps in our understanding of the population’s 

distinctive epidemiological characteristics 

4. Addressing these gaps is critical for de-

signing targeted prevention and intervention 

methods, as risk factors like age, reproductive 

history, and genetic susceptibility can differ 

greatly among populations 5.

 	 Age is one of the common factors 

that is considered by many Libyan studies on 

breast cancer. Because of cultural, genetic, 

or healthcare-access nuances, age is consid-

ered a critical factor. The occurrence of breast 

cancer among Libyan women normally ris-

es as women age. However, late diagnosis 

and aggressive tumors are considered more 

concerning factors that are associated with 

young females who have breast cancer, espe-

cially in developing nations 6 .  Libya is one 

of these developing nations that face many 

challenges, including community awareness 

that breast cancer is a treatable disease_ an 

important factor for encouraging early diag-

nosis. In addition, the country has few ad-

vanced pathology services and limited treat-

ment options, including radiotherapy and the 

full range of systemic treatments available in 

high-resource settings. Moreover, due to the 

small sample sizes and conflicting method-

ologies, research in Libya has shown varia-

tions in the age distribution of breast cancer 

patients7. A meta-analysis approach is a good 

statistical tool that gives a more accurate esti-

mate of age as a risk factor, which facilitates 

comparing different areas and insights into 

targeted age-specific interventions 8.



181

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Applied Sciences: 179 – 191                    Ashreik, et la.

The meta-analysis technique is based on 

collecting data from different studies, which 

helps researchers draw useful conclusions, 

particularly when individual studies report 

different effect sizes. This technique can es-

timate heterogeneity and precision, which are 

critical for understanding policy and prac-

tice in health treatments 9. Due to the lack of 

meta-analysis studies on breast cancer and 

conflicting age estimates due to small sam-

ples in Libya, this work attempts to show the 

link between age and breast cancer incidence 

among Libyan women and make recommen-

dations for healthcare policies in Libya that 

focus on breast cancer prevention and early 

identification.

2.MATERIALS AND METHODS

2.1.Search Strategy

	 Eight original studies published in 

English from October 2016 to August 2024 

were considered and conducted using Em-

base, Scopus, PubMed, Google Scholar, 

and Web of Science databases. The research 

utilized keywords such as “Breast Cancer,” 

“Risk Factors,” “Awareness and Knowledge 

of Breast Cancer,” and “Libyan Women” to 

capture relevant studies focusing on breast 

cancer demographics within Libya.

2.2.Study Design

	 Studies were screened at the title 

and abstract level to assess their relevance 

and eligibility. Each included article met the 

following criteria: 1) full text available in En-

glish, 2) original research, and 3) compliance 

with the Population, Exposure, Comparator, 

Outcome, and Study Design (PECOS) crite-

ria. Table 1 outlines the specific PECOS cri-

teria applied to guide the inclusion and exclu-

sion of studies.
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Table .(1): Research question based on PECOS criteria.
)P (Population Libyan women diagnosed with breast cancer
)E (Exposure Age as a risk factor
)C (Comparator Comparison of age’s effect on breast cancer risk
)O (Outcome Incidence of breast cancer
)S (Study Design Cross-Sectional Study
Exclusion criteria .Studies without age-specific data have been excluded

Figure .(1): PRISMA flow diagram of the included studies.

3.STATISYICAL ANALYSIS

	 The analysis was implemented 

by using random-effect and common-effect 

models. In this work, studies were merged 

according to the sample size, mean, and stan-

dard deviation. The analysis was focused on 

the mean age of Libyan women who have 

breast cancer. Since the main aim of me-

ta-analysis is minimizing the variance and as-

sessing the dispersion of the effect sizes from 

study to study, the heterogeneity of the in-

cluded studies was evaluated. In the random 

effect model analysis, each study was weight-

ed by the inverse of its variance. Moreover, 

sensitivity analysis and forest plots were two 

criteria used to identify any outlier studies in 

this meta-analysis.

3.1.Computing Q

	 It is the first step to estimate the 

heterogeneity, where Q  is defined as a mea-
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sure of weighted squared deviations, and ex-

pressed as follows:

Where Wi is the study weight ( ),Vi  is 

the within-study variance, and  is the study 

effect size.

3.2.Estimating τ^2 

	 Next, the parameter τ^2 is be-

tween-studies variance (the variance of the 

effect size parameters across the population 

of studies), which is defined as follows: 

τ^2=(Q-df)/C

where df=k-1 is the degree of freedom , K is 

the number of studies, and

	 The amount Q-df is the excess vari-

ation, which represents the dispersion in true 

effects, i.e., the differences in the true effects 

from study to study.

3.3.The I2 Statistic

	 The statistics τ^2 (and τ ) reflect the 

amount of true heterogeneity (the variance or 

the standard deviation), while the I2 Statistic 

is the proportion of the observed variance that 

reflects  real differences in the effect size, and 

can be written as follows:

I^2=((Q-df)/Q)×100%

	 From the above equation, it can be 

seen that  is a ratio scale from 0% to 100% 

and is affected by the amount of excess varia-

tion 8.

3.4.Testing the Heterogeneity 

	 To test the heterogeneity, the null 

hypothesis states that all studies have a com-

mon effect size. The  follows a central chi-

squared distribution with df equals k-1. The 

p-value will be calculated.

 A significant p-value indicates that the null 

hypothesis is rejected, and the true effect siz-

es vary. 

The computational part of this study was con-

ducted using the Comprehensive Meta-Anal-

ysis and R software. 

4.RESULTS

	 This section provides a detailed 

summary of the age at breast cancer diagnosis 

among Libyan women based on eight studies. 

The estimates of heterogeneity, tests of pub-

lication bias, and meta-analysis summaries 

for each of the studies were considered in this 

analysis. 
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1. Individual Study Summaries

	 The mean age, standard deviation, 

sample size, and 95% confidence Interval 

(CI) of the eight articles were summarized 

and displayed in the table below. 

Table .(2): The meta-analysis summaries of the age at breast cancer diagnosis among Libyan 

women based on eight studies.
Study Study Population Year Mean Age Standard 

Deviation
Sample 
Size (n)

95% CI for 
Mean Age

Mouna10 Different cities in 
Libya* 

2020 46.90 8.70 918 [46.3, 47.5]

Mufida11 Zawia city 2022 48.00 12.10 200 [46.3, 49.7]
Taher12 Tripoli city 2016 48.00 5.00 292 [47.4, 48.6]
Aisha13 Tripoli city 2024 47.35 1.00 501 [47.3, 47.4]
Mamduh14 National Cancer In-

stitute (NCI Misurata 
and Sabratha)

2023 48.60 1.09 400 [48.5, 48.7]

Samira15 Tripoli city 2020 46.70 15.60 38 [41.7, 51.7]
Huda16 Benghazi city 2021 50.50 13.30 336 [49.1, 51.9]
Houssein17 Different cities in 

Libya*
2024 46.10 11.70 984 [45.4, 46.8]

(*) The different cities in Libya include Trip-

oli, Benghazi, Tobruk, Sabha, Gharyan, Gha-

dames, Al Jufra, and Murzug.

Studies with small sample sizes have shown 

that the mean age at diagnosis is steady in the 

late 40s with large variance, for example, the 

study of Samira 15 .

	 In general, studies with larger sam-

ple sizes have shown more stable mean age; 

moreover, within study populations, standard 

deviations have denoted different levels of 

age diversity.

2.Meta-Analysis Summary

	 The results from the common effect 

model and random-effects model were sum-

marized below:

Common Effect Model: The pooled mean 

age is 47.83 years with a 95% confidence in-

terval [47.77, 47.90].

Random Effects Model: The pooled mean 

age under the random effects model is 47.81 

years, with a 95% confidence interval [46.87, 

48.74].
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	 To visualize these results, a forest 

plot (see Figure 2) provides a comparative 

display of mean ages from each study, in-

cluding their confidence intervals. This helps 

illustrate the overlap and variation among 

studies.

Figure .(2): Forest plot displaying mean age and 95% confidence intervals for each study. Studies 

with wider confidence intervals indicate more variability and/or smaller sample sizes, while those 

with narrower intervals are based on larger or more uniform samples.

	 The random effects model, which 

accounts for variability between studies, 

provides a mean age slightly lower than the 

common effect model. This finding suggests 

that, despite some variation, the mean age at 

diagnosis for Libyan women is relatively sta-

ble around the 46–48 year range.

3.Heterogeneity Analysis

	 To examine differences across stud-

ies, heterogeneity tests were conducted:

1.I² Statistic: The I² value is 98.1%, indi-

cating high heterogeneity. This means that a 

large portion of the variability in age at diag-

nosis is due to differences between studies, 

differences in study target populations or tar-

geted effects, survey recruitment and admin-

istration methods, measurement instruments, 

doses of interventions, and timing of outcome 

measurements. 

2.Q Statistic: The Q-test was statistically 

significant (p < 0.0001), confirming the pres-
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ence of substantial heterogeneity.

	 These findings are further illustrat-

ed in the funnel plot below (Figure 3), which 

shows the distribution of studies around the 

pooled mean. Studies dispersed widely from 

the mean suggest heterogeneity.

Figure .(3): Funnel plot displays individual study mean ages and sample sizes. While Studies 

clustering symmetrically around the mean would indicate lower heterogeneity, the observed 

dispersion highlights significant variability.
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	 The abnormal heterogeneity across 

studies suggests that factors, such as geo-

graphic, genetic, or methodological differ-

ences, might influence the age of diagnosis, 

necessitating a random-effects model to pro-

vide more reliable conclusions.

5. PUBLICATION BIAS

	 A regression test for funnel plot 

asymmetry (p = 0.8602) suggests no signif-

icant publication bias.

	 The lack of significant publication 

bias indicates that the pooled mean age es-

timate is likely robust and unaffected by the 

selective publication of studies.

6.DISCUSSION

	 According to this study, the aver-

age age of breast cancer diagnosis in Libya 

is (47.81 years, 95% CI: 46.87–48.74), which 

appears to be lower than that of other Afri-

can and Asian countries. In 2004, Schlichting 

et al18. reported a mean age of 51.0 years for 

3819 Egyptian women, while Missaoui et 

al19. found a mean age of 50.2 years for 7736 

Tunisian women in 2012. In Asian countries, 

Mehdi I et al20. reported a mean age of 49.05 

for 1248 women in Oman and a mean age 

of 49.42 for 536 Iraqi Kurdish women, as 

reported by Karim et al21. When comparing 

these results to developed countries, such as 

Canada22 with a mean age of 60.1 for 36455 

women and the United States with a mean 

age of 58.4 for 110,153 women, it is evident 

that the age at diagnosis of breast cancer in 

Libya is significantly lower. 

	 The age factor of breast cancer was 

considered by a number of studies using a 

meta-analysis approach. Kumar et al.23   and 

Solbana1 and Chaka24 have addressed that 

the age at menarche of those <12 years old 

has a high risk of developing breast cancer 

three times more than older age.  Moreover, 

the age at first birth has been studied by  Ar-

genal et al. 25 , where they found that the risk 

of having breast cancer was three times high-

er in women aged 30 years and older than in 

younger women. Again, the study by Ew-

artz et al.26 indicated that women who give a 

first birth at an age older than 35 years have 

a higher risk (40%) than those women with 

an age of less than 35. The late 40s are also 

considered a significant factor affecting the 

development of breast cancer. In this study, 

the development of breast cancer in Libyan 

women was estimated at an age of 48 years. 

Also, the study, which was conducted by Liu, 

et al.27  found that women aged over 50 years 
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have a high risk of having breast cancer. 

	 The results of this meta-analysis in-

dicate that the pooled mean age of breast can-

cer patients in Libya is 47.81 years, with sig-

nificant heterogeneity among the studies (I² 

= 98.1%). This variability may be influenced 

by factors such as sample size differences, 

methodological variations, and potential de-

mographic diversity within the studied popu-

lations. For example, the study of Mamduh14  

had pointed out that a high influence on the 

pooled estimate, which may imply different 

diagnostic practices and rare population char-

acteristics.

	 The estimated excessive heteroge-

neity of our findings implies that age alone 

may not account for the variance in incidence 

of breast cancer, which recommends further 

research about other risk factors that could be 

related to age, such as genetic predispositions, 

lifestyle factors, and access to healthcare ser-

vices. The absence of significant publication 

bias, as assessed by funnel plot asymmetry, 

supports the reliability of the included studies 

despite the heterogeneity.

	 The awareness and screening pro-

grams for women who are aged 40 years and 

older were one of the needs for public health 

in Libya, and genetic predisposition, cultural 

delays in seeking care, may explain why Lib-

yan women may be diagnosed younger.

	 Future research should consider 

larger, multi-center studies within Libya to 

better account for regional and socioeconom-

ic variations, further clarifying age-related 

breast cancer risks and contributing to com-

prehensive cancer prevention efforts in the 

region.

	 The strengths of this study include 

its status as the most recent systematic review 

and meta-analysis, with a sample size of 3669 

female breast cancer patients between 2016-

2024 in Libya.  This allows for an overview 

of the estimated age of diagnosis for breast 

cancer in women and the pooled prevalence 

of breast cancer in Libya.  However, our 

study was not free of some limitations.  The 

first limitation was the geographic distribu-

tion of the included studies, as most were 

conducted in the Western regions of Libya.  

This could cause bias in generalizing the 

findings to the whole country of Libya. Also, 

acknowledging small sample sizes in some 

studies was one of these limitations. Finally, 

another limitation could be the narrow scope 

of the review, which focused only on Libya.
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7.CONCLUSION

	 The results suggest that breast can-

cer is typically diagnosed among Libyan 

women at an age of approximately 46–48 

years, notably younger than the average di-

agnosis age in Western populations, which 

often exceeds 50 years. High heterogeneity 

between studies implies that various factors 

may influence these estimates, indicating a 

need for additional research to explore such 

influences, including potential regional, envi-

ronmental, or genetic factors.
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ABSTRACT
	 Non-contrast CT is the most important imaging modality in the evaluation of sus-
pected acute stroke by excluding intracranial haemorrhage and directly visualizing early 
ischemic changes. These changes are challenging to detect on non-contrast CT due to the 
small reduction in the attenuation value of ischemic tissue from normal. The study’s objec-
tive was to assess the use of stroke window settings for improving the detection of acute 
stroke. This retrospective study included forty-nine patients in whom non-contrast CT were 
performed for suspected acute stroke within 24 hours from symptom onset. Images were 
reviewed in two reading sessions with different window settings used: default brain window 
(80/40 [window width/window level]) and stroke window (40/40 [window width/window 
level]). Both windows were evaluated for their ability to detect early ischemic changes with 
the final diagnosis as the reference standard. Twenty-nine patients had a final diagnosis of 
acute stroke. The sensitivity and specificity of non-contrast CT for acute stroke detection 
were 79.3% and 100% respectively at the default brain window. Both windows were compa-
rable for detecting acute stroke (P=0.2). The CT sensitivity increased to 86.2% after adding 
the stroke window review to the default brain window. The resultant improvement in CT 
diagnostic performance by stroke window review was not statistically significant (P=0.5). 
Conclusion, the superior sensitivity of applying stroke window settings after the default win-
dow review is small with modern generation CT scanner. These findings should increase the 
confidence in routine radiology reporting that uses the standard brain window in the assess-
ment of acute stroke.  
Keywords: Default brain window, Early ischemic changes, Non-contrast CT, Sensitivity, 
Stroke window, Window settings, Window width.

*Corresponding Author: Hajer Alfadeel, Libya, hajer.alfadeel@omu.edu.ly



194

SJUOB (2025) 38 (1) Medical Sciences: 193 – 214                            Alfadeel.

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

1.INTRODUCTION

	 Stroke is one of the most common 

causes of death and disability in the world. 

Stroke deaths in Libya reached an estimat-

ed 10% of total deaths, according to the lat-

est WHO data published in 2020 [1]. Early 

non-contrast computed tomography (CT) is 

the most important modality in the evaluation 

of suspected acute stroke. It helps exclude 

haemorrhage and other alternative diagnoses 

such as neoplasms and aids in establishing the 

specific diagnosis of acute ischemic infarct, 

precluding the need in most cases for any ad-

ditional imaging once the diagnosis of stroke 

is made [2]. Despite the higher sensitivity of 

magnetic resonance imaging (MRI) in detect-

ing early ischemic changes, CT scan remains 

the preferred imaging tool in assessing acute 

stroke, as CT is faster, relatively lower in cost, 

and widely available [3, 4]. 

	 The interpreting of CT images uti-

lizes the Hounsfield unit (HU), also called 

CT unit, a relative quantitative measurement 

of radio-density. During CT reconstruction, 

a grayscale image is created using the radi-

ation’s absorption/attenuation coefficient 

within a tissue, which is directly proportion-

al to the physical density of the tissue. The 

denser the tissue, the more the X-rays are 

absorbed, and the higher the number of HU 

[5, 6]. On the Hounsfield scale that appears as 

grey tones, the greater X-ray beam absorption 

in more dense tissue results in positive HU 

values and a brighter appearance, less dense 

tissue, on the other hand, has negative HU 

values and a darker appearance [5]. Water is 

defined as having a Hounsfield Unit of zero 

and air as having -1000. For dense bones, 

the upper limits can be as high as 1000; for 

metals like steel or silver, they can be as high 

as 3000. Muscle, about 40 HU; fat, −60 HU; 

grey matter, 40 HU; white matter, 30 HU; 

cerebrospinal fluid, 10 HU [5, 7]. In order 

to visualize sufficient contrast resolution on 

a workstation monitor and maximize the 

contrast resolution of structures with similar 

attenuation values, the interpreting radiol-

ogist must examine the CT data in multiple 

linear window settings, usually optimized for 

soft tissue, lung, and bone [8]. Windowing 

is the process of changing window settings 

to adjust the grayscale range of a particular 

image to better visualize particular structures. 

Window settings are comprised of window 

width (WW), the range of CT units, i.e. the 

greyscale displaced in an image, and window 
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level (WL), the centre value of this range [9]. 

Only tissues with HU values inside the se-

lected window width are translated onto the 

grayscale spectrum; tissues with HU values 

outside of the window width are configured 

to be either all black or all white [6]. WW 

controls the contrast of the image. Decreasing 

window width increases the contrast resolu-

tion of structures with similar HU values, as 

a smaller change in attenuation value is giv-

en a different shade of grey, while increasing 

the window width decreases the contrast as 

a larger difference in HU values is needed to 

change the tone of grey allocated to certain 

HU. Decreasing the window level increases 

the brightness of the image as lower HU val-

ues are needed to be displayed on the brighter 

side of the greyscale [9].

	 Adjusting window settings (WW/

WL) are frequently used to highlight certain 

areas and details. As default, different win-

dow settings are assigned to different ana-

tomical regions for examination so that areas 

of interest can be easily identified [10]. For 

evaluation of brain abnormalities, an appro-

priate centre level setting and a tiny window 

width significantly increase the ability to 

identify lesions. Brain CT images are typi-

cally reviewed in the default brain window 

settings of WW 80 HU and WL 40 HU [11]. 

	 Subtle differences in HU from nor-

mal may go undetected on default window 

settings. The fundamental concept is that in 

order to detect subtle abnormalities, radiol-

ogists should try to accentuate contrast be-

tween normal and abnormal tissues by choos-

ing a narrower CT window width [12]. Early 

CT findings in acute stroke are challenging 

to detect due to small reductions in the atten-

uation of ischemic tissue from normal [11]. 

There have been various approaches to the 

use of variable window settings to improve 

acute stroke detection from CT images [10]. 

Using a stroke window (40/40 [WW/WL]) 

settings could improve brain lesion detection 

[13]. Although the literature advocates for 

stroke window settings, their diagnostic value 

with modern CT scanners remains unquanti-

fied. To my knowledge, despite discussion in 

the literature about the importance of narrow-

ing window width in the detection of acute 

stroke, the benefit of stroke window settings 

in enhancing the diagnosis of acute stroke 

with modern multidetector and dual-source 

scanners has not been stressed. The aim of 

this study is to assess the use of stroke win-
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dow (40/40 [WW/WL]) settings in enhanc-

ing the detection of acute stroke.

2.METHODS

	 This is a retrospective study aimed 

at patients admitted at Albeida Medical Cen-

tre and referred for imaging at the CT unit of 

Omer Almukhtar General Hospital with sus-

pected acute stroke diagnosis over the period 

from December 2020 to November 2021.

2.1.Subjects

	 The CT brain scan studies done 

consecutively over the 12-month period were 

retrospectively retrieved from the picture ar-

chive and communication system (PACS) of 

CharruaSoft (Version 6.31.0). A total of three 

hundred and twenty-three of patients aged ≥ 

20 years with a single non-contrast CT brain 

study were included in the image review pro-

cess. The hospital records within the same 

period of these patients’ scans were then 

reviewed. Patients who were not referred 

from the hospital’s medical department were 

excluded. The inclusion criteria for the re-

maining patients were as follows: (1) patients 

who had been admitted with sudden onset of 

neurological deficits suggesting acute stroke, 

such as hemiplegia and aphasia. (2) Patients 

who had undergone non-contrast CT imag-

ing within 24 hours from onset of symptoms.  

Forty-nine patients were eligible for inclusion 

with suspected acute stroke and non-contrast 

CT brain scans within 24 hours after symp-

tom onset.

	 The 49 patients were 34 to 85 years 

old with a mean age of 62.8 ± 13.5 years (± 

stands for standard deviation (SD)). Twen-

ty-six were men and twenty-three were wom-

en. The relevant data to the purpose of the 

study, like clinical history, physical examina-

tion, imaging findings, and the final diagnosis 

at the end of the hospital stay, were recorded 

from patients’ medical records. The final di-

agnosis served as the reference standard for 

CT stroke detection performance at different 

window settings.

2.2.CT image acquisition

	 The non- contrast CT scans were 

performed with a 32 slice CT scanner (Aq-

uilion, Canon Medical Systems, Japan) using 

the scanning technique of 120 kV, 180 mA, 

0.8 second rotation time, and 5 mm section 

thickness. Contiguous axial slices were pro-

duced parallel to the inferior orbitomeatal 

line, covering from skull base to vertex. All 

images were reconstructed in 5-mm thick-

ness with a 3-mm reconstruction interval for 
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averaged and MIP images from 1 mm thick-

ness non-contrast axial source images using 

the CT scanner console.

2.3.Image analysis

	 A single radiologist assessed the 

brain scans. All CT images were reviewed 

with the radiologist being blind to patient 

clinical information except patient’ name, 

age, and sex, which were available in the 

DICOM reviewer by default. The non-con-

trast CT images were viewed in two reading 

sessions with different window settings used. 

The first readout of CT images was done at 

the default brain window (WW/WL [80/40]). 

Four weeks later, and in a different order 

from the first reading session, the images 

were viewed at the stroke window set to WW 

40 HU and WL 40 HU. During each reading 

session, the images were thoroughly assessed 

for early signs of stroke. These were identi-

fied as follows: 

- Loss of grey-white matter differentiation. It 

includes the loss of grey-white matter distinc-

tion at the insular cortex, the basal ganglia, 

and the cortical gyri (Figure 1a). 

- Parenchymal hypoattenuation, defined as a 

region of cortical-subcortical or parenchymal 

decreased attenuation within a vascular terri-

tory relative to the attenuation of other parts 

on the same side or of the contralateral hemi-

sphere, with or without focal brain swelling 

in form of sulcal effacement or ventricular 

compression (Figure 1b). 

- Hyperdense artery sign, identified as in-

creased attenuation of an artery compared to 

the contralateral artery due to the presence of 

an intrarterial clot. It can be seen at M1 and 

M2 segments of the middle cerebral artery 

(MCA), A1 and A2 segments of the anterior 

cerebral artery (ACA), the intracranial inter-

nal carotid (ICA), the basilar, and the verte-

bral arteries (Figure 1c).

	 In addition to the early ischemic 

changes of stroke, the CT images were also 

routinely evaluated for alternative diagnoses 

such as haemorrhage, infection, and intracra-

nial masses that may mimic acute stroke pre-

sentation.

	 In cases of MCA territory infarct, 

the location and the extent of hypoattenua-

tion on CT were classified according to the 

Alberta Stroke Program Early CT Score (AS-

PECTS). The MCA territory was divided into 

10 regions: caudate nucleus, internal capsule, 

lentiform nucleus, insula, and six cortical re-

gions (M1-M6) at ganglionic and supragan-
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glionic levels. A score of 10 points indicates 

no ischemia (normal). One point is deducted 

from that score for each region showing early 

ischemic changes (parenchymal hypoattenu-

ation, or loss of corticomedullary differentia-

tion). 

2.4.Statistical analysis

	 For diagnostic assessment, sensitiv-

ities and specificities with 95% confidence 

intervals (CI) were calculated for detecting 

acute stroke by viewing images at default 

brain window and stroke window settings us-

ing the final diagnosis as the reference stan-

dard. In addition, a receiver operating charac-

teristic (ROC) curve was generated to assess 

the diagnostic performance of both window 

settings. Area under the curve (AUC) of the 

respective ROC curve indicates the diagnos-

tic accuracy of the window settings. The areas 

under the ROC curves for the default brain 

window and stroke window were compared 

to detect the difference in the diagnostic accu-

racy between the two windows. The diagnos-

tic performance of combined image viewing 

of both window settings was evaluated using 

McNemar’s test. For comparison of the de-

tection rate of early ischemic signs on the two 

windows, Fisher’s exact test was applied. A 

paired samples t test was used to illustrate the 

differences in ASPECTS scores between the 

default brain window and the stroke window 

in patients with MCA territory infarcts. All 

statistical analyses were performed by using 

MedCalc software version 20.027 (MedCalc 

Software by Ostend, Belgium, https://www.

medcalc.org). A p value of < 0.05 indicated 

statistical significance.
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Figure .(1). Illustrates early ischemic changes on noncontract CT of different patients. (a)- Grey-

white matter differentiation loss seen at anterior part of left insula (white arrow). (b)- Parenchy-

mal hypoattenuation (blue arrows). (c)- Hyperdense artery sign involving the M1 segment of the 

right MCA (white arrow).
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3.RESULTS

	 Of the 49 patients, 29 patients 

(59%) had a final diagnosis of acute stroke, 

while eight patients suffered from transient 

ischemic attacks (TIA) and six patients had 

intracerebral haemorrhage. The final diagno-

sis of all patients is shown in Table 1

.
Table .(1): Final diagnosis of the 49 patients with suspected acute stroke.

Diagnosis No of patients
Acute stroke 29
TIA 9
Intracerebral haemorrhage 7
Cerebritis/encephalitis 2
Space occupying lesion 1
Subarachnoid haemorrhage 1

	 The mean age of the 29 patients 

with acute stroke was 63 years ± 13 (SD) with 

a range of 34 to 85 years. Sixteen of them 

were women, and thirteen were men. Based 

on clinical and CT findings, 20 patients had 

MCA/ICA territory stroke, two patients had 

ACA territory infarct, two patients had pos-

terior cerebral artery (PCA) territory infarct, 

one patient had basilar artery territory stroke, 

three patients had posterior inferior cerebel-

lar artery (PICA) territory infarcts and one 

patients had superior cerebellar artery (SCA) 

territory infarct.

	 The sensitivities and specificities 

of non-contrast CT for the detection of acute 

stroke at different window settings are de-

tailed in Table 2. The sensitivity and spec-

ificity of CT for stroke detection at default 

brain window settings were 79.3% (95% CI: 

60.2-92) and 100% (95% CI: 83.2-100) re-

spectively. The corresponding sensitivity and 

specificity at stroke window settings were 

72.4% (95% CI: 52.8-87.3) and 95% (95% 

CI: 75.1-99.8) respectively. In one case, the 

parenchymal hypoattenuation due to chron-

ic infarct was falsely interpreted as a new 

infarct during the stroke window reading 

session resulting in the reduction of the spec-

ificity to 95% for the stroke window review. 

The stroke window settings improved stroke 

detection in only two cases where grey-white 

matter differentiation loss and hyperdense 

artery sign were missed at the default brain 

window reading session but subsequently de-
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tected at the stroke window reading session 

(Figure 2). On the other hand, early ischemic 

changes were missed at the stroke window 

reading session in four cases (three parenchy-

mal hypoattenuation, one grey-white matter 

differentiation loss) that were previously 

detected at the default brain window. The 

sensitivity and specificity for stroke detec-

tion when findings from image review at the 

default brain window and the stroke window 

were combined (i.e., true positives and true 

negatives at one or both reading sessions) 

were 86.2% (95% CI: 68.3-96.1) and 100% 

(95% CI: 83.2-100) respectively. There was 

no statistically significant diagnosis perfor-

mance improvement in acute stroke detection 

when readings at the default brain window 

and stroke window were combined (McNe-

mar test, P=0.5).

	 The ROC curves for stroke detec-

tion at the default brain window and stroke 

window are shown in Figure 3. The analy-

sis of ROC curves showed high diagnostic 

accuracy of non-contrast CT for detecting 

acute stroke within 24 hours at both the de-

fault brain window (AUC=0.891, P<0.001) 

and stroke window settings (AUC=0.821, 

P<0.001). By comparing areas under the 

ROC curves, there was no statistically sig-

nificant difference in the accuracy of stroke 

detection between default brain window and 

stroke window settings (P=0.2); see Figure 4. 

Early ischemic changes were identified at 

both windows in 25 (86.2%) of the 29 pa-

tients with acute stroke. parenchymal hypoat-

tenuation was detected in 21 cases (72.4%), 

grey-white matter differentiation loss in 10 

cases (34.5%), and hyperdense artery sign 

in six cases (20.7%). Numbers of individual 

early ischemic changes that were detected 

on different window settings are detailed in 

Table3. There was a difference in the rate of 

detection of parenchymal hypoattenuation 

between the default brain window and the 

stroke window settings. However, the differ-

ence did not reach statistical significance.

In the 20 patients with MCA territory infarcts, 

the difference in the mean of ASPECTS 

scores between the default brain window and 

the stroke window was not statistically signif-

icant (P=0.6).
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Table .(2): Sensitivities and specificities of CT for acute stroke detection at different window settings

Window settings
Final diagnosis

Sensitivity 
(TP/TP+FN)

Specificity 
(TN/TN+FP)

Acute stroke 
(n=29)

No acute stroke 
(n=20)

Default brain window 
(80WW/40WL) 23 (TP)

6 (FN)
0 (FP)

20 (TN)
79.3 (23/29) 100 (20/20) 

EIC present
EIC absent

Stroke window 
(40WW/40WL) 21 (TP)

8 (FN)
1 (FP)

19 (TN)
72.4 (21/29) 95 (19/20) 

EIC present
EIC absent

Combined (default brain 
and stroke windows) 25 (TP)

4 (FN)
0 (FP)

20 (TN)
86.2 (25/29) 100 (20/20)

EIC present
EIC absent

WW= window width, WL= window level, EIC= early ischemic changes, TP= true positive, FN= 

false negative, TN= true negative, FP= false positive.
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Figure .(2). Non-contrast CT brain of a patient with an acute right MCA stroke. 

Figure .(3). ROC curves for stroke detection at default brain window and stroke window settings. 
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Figure .(4). Comparison of the ROC curves for stroke detection at default brain window and 

stroke window settings. 

Table .(3): Comparison of the number of individuals early ischemic changes detected at default 

brain and stroke window settings.

EIC
Number of EIC detected at 
default brain window

Number of EIC detected at 
stroke window

P value

Parenchymal hypoattenuation 21 (72.4%) 18 (65.5%) 0.6
Grey-white matter differenti-
ation loss

9 (31%) 9 (31%) 1

Hyperdense artery sign 5 (17.3%) 6 (20.7%) 1

The data are expressed as number and (percentage). EIC (early ischemic changes).
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4.DISCUSSION 

	 Early identification of a clinically 

suspected stroke on CT imaging is important 

in conditions where therapeutic treatment is 

considered. Authors have raised interest in 

using different window settings as a way of 

increasing the visualization of early ischemic 

changes on non-contrast CT. They reported 

that narrowing window width and window 

level might increase the sensitivity of stroke 

detection [14, 15]. Turner et al. [13] suggest-

ed that stroke window settings of 40 WW/40 

WL should be used routinely in radiological 

evaluation of all non-contrast CT brain ex-

aminations and not just in cases of suspect-

ed stroke; his justification is that the reduced 

window width would increase the image con-

trast and subsequently increase the conspicu-

ity of subtle abnormalities. However, the sen-

sitivity of the stroke window (40/40 [WW/

WL]) for acute stroke detection has not been 

documented. This study investigated whether 

the stroke window settings would increase 

acute stroke detection by modern generation 

CT scanners. The present study reveals that 

default brain and stroke windows are compa-

rable for detecting signs of acute stroke with 

no significant difference when the images are 

of good quality obtained by multislice helical 

scanners.

	 Non-contrast CT remains the first-

line imaging tool for patients who present 

with signs and symptoms suggestive of acute 

stroke due to its advantages of availability, 

easy accessibility, speed, convenience to both 

patient and staff, and high sensitivity for de-

tecting hemorrhage [16]. Acute stroke can be 

identified on CT by evaluating the images 

for early ischemic changes. One of the early 

ischemic changes of stroke seen on CT is the 

hyperdense artery sign reflecting clot forma-

tion within the vessel. Clots that are rich in 

red blood cells have higher CT attenuation 

than normal blood and appear hyperdense on 

CT [17]. Oguro et al. [18] reported a hyper-

dense MCA sign’s sensitivity of up to 57%. 

After the reduction in cerebral blood flow due 

to arterial occlusion, the attenuation of grey 

matter, which has higher attenuation than the 

white matter due to its large blood volume, 

decreases and becomes similar to the adja-

cent white matter. The Loss of grey white 

matter differentiation can be visible early post 

stroke onset particularly in areas that has poor 

collateral supply namely the basal ganglia 

and insular cortex [17]. Parenchymal hypoat-
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tenuation correlate to increased water content 

of the affected tissue within the first hours af-

ter onset of ischemia caused by the disruption 

of blood-brain barrier [2, 19]. The ischemia 

causes failure of membrane ion bombs lead-

ing to cytotoxic oedema within 30 minutes 

from onset of ischemia, accumulation of 

water within tissues occurs within few hours 

[20]. The increased water content decreases 

the CT attenuation of the involved area; an 

increase by 1% of water content causes 2.5 

HU reduction [14]. The parenchymal hypoat-

tenuation is subtle and difficult to detect in the 

first few hours since onset, it becomes visible 

to the human eye when the affected brain tis-

sue has underwent significant uptake in water 

to change HU [17].

	 The ability of the observer to detect 

early ischemic changes on non-contrast CT is 

dependent on various factors, including the 

size of the infarct, the vascular territory of the 

infarct, the timing of the scan from the onset 

of stroke, the generation of the scanner, and 

the specific methods employed. The exper-

tise of the CT reader and the availability of 

appropriate clinical information at the time of 

review also affect the detection of early isch-

emic changes [20, 21]. Previous studies have 

shown limited sensitivity of non-contrast CT 

in posterior fossa infarcts, lacunar infarcts, 

and hyperacute stroke detection [22]. The 

advancements in multidetector CT with rap-

idly improving hardware and software have 

improved detection of early ischemic chang-

es on non-contrast CT. The reason for the 

higher detection rate of these early ischemic 

signs is the enhanced contrast and spatial res-

olution of the scanner, increasing the ability 

to visualize subtle reduction in the CT atten-

uation (HU) of the affected brain [2]. Using 

readers that are more experienced is another 

way to maximize acute stroke detection by 

CT. Numerous studies reveal that residents, 

neurologists, and acute care doctors read CT 

scans very differently, although neuroradiol-

ogists interpret them less differently. How-

ever, in daily practice, neuroradiologists are 

not always engaged in the work-up for acute 

stroke. On the other hand, there is evidence 

that even brief training may improve the abil-

ity of non-specialists to identify strokes [20].

	 The diagnostic sensitivity of CT for 

acute stroke detection is widely variable in 

previous reports. Authors using early gener-

ation CT scanners from the early 1980s have 

reported poor sensitivity of non-contrast CT 
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for the detection of early signs of stroke, with 

sensitivity as low as 10% within 48 hours 

from symptom onset. However, with current 

CT scanners, early ischemic changes can be 

seen as early as three hours [20]. In one re-

port, the sensitivity of non-contrast CT for 

hyperacute stroke in the first three hours was 

26% [23]. The sensitivity of non-contrast 

CT can reach up to 82% within 6 hours of 

symptom onset [22]. The specificity for acute 

stroke detection on non-contrast CT was 

100% [24]. In the current study, the results 

were comparable with previous reports in the 

literature. Non-contrast CT showed 79% sen-

sitivity for acute stroke detection within 24 

hours from symptom onset, and the specifici-

ty was 100%.

	 CT sensitivity for stroke detection 

in the present study increased from 79% to 

86% but not significantly (P=0.5) after stroke 

window settings (40/40 [WW/WL]) were 

added to the default brain window (80/40 

[WW/WL]) review. Previous studies have 

shown that the use of narrow window settings 

increases the conspicuity of early ischemic 

changes on non-contrast CT. However, no 

author had investigated stroke window set-

tings of 40/40 (WW/WL) before this study, 

even though many in the literature advocated 

the application of these window parameters 

in the evaluation of acute stroke patients. 

Lev et al. [14] in 1999 did the first study that 

compared a standard brain window to vari-

able window settings. They retrospectively 

reviewed 21 patients with proved MCA in-

farction who had undergone non-contrast CT 

imaging within 6 hours of stroke onset. The 

readers costume adjusted as necessary two 

preset values of 8 WW with 32 WL and 30 

WW with 35 WL (range; 1-30 WW, 28-36 

WL) to the standard window settings preset 

to 80 WW and 20 WL. The sensitivity for 

stroke detection was 57% at standard window 

settings and significantly increased to 71% 

when variable window settings were used 

in conjunction to the standard brain window. 

Mainali et al. [15], in their retrospective au-

dit of 50 patients with acute ischemic stroke 

within 4.5 hours from symptom onset, report-

ed significantly improved detection of early 

ischemic signs with the use of stroke window 

set at 30 WW and 35 WL after first applying 

standard window settings of 100 WW and 35 

WL compared to the staff radiologist’s report. 

However, the fact that the reading sessions in 

their study had different reviewers may have 
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contributed to the difference in the detection 

rate of early ischemic signs rather than the 

use of the stroke window. Moreover, the cir-

cumstances of the reading sessions were also 

different. Unlike the radiology staff report, 

the reader knew beforehand that all cases had 

an acute stroke diagnosis, which may have 

also contributed to a higher number of isch-

emic signs detected.

	 In the present study, narrowing the 

window width did not significantly improve 

the sensitivity of non-contrast CT for acute 

stroke detection. This is most likely because 

image quality and diagnostic value have 

been steadily improved by developments in 

CT scan machines, such as spiral imaging 

characteristics, multi-slice capability, higher 

energy supply, and improved detectors [25], 

which in turn improved the conspicuity of 

early ischemic changes at the standard brain 

window. The results of this study indicate 

that the application of stroke window settings 

does not significantly improve the detection 

of acute stroke. Consequently, these findings 

do not support the routine use of stroke win-

dow review in the evaluation of all patients 

with suspected stroke. This has notable clin-

ical implications, especially in emergency 

settings where timely diagnosis is needed and 

the additional review time with stroke win-

dow may not be feasible. On the other hand, 

it is important to consider that even small 

diagnostic gains can be clinically relevant in 

serious conditions like acute stroke. Stroke 

window may potentially aid less experienced 

readers or when clinical suspicion remains 

high despite a negative standard review. 

Therefore, selective use of stroke window 

may still offer value in the diagnostic process. 

	 Early ischemic changes are import-

ant because, in addition to confirming the 

clinical suspicion of an infarct, they can pro-

vide prognostic information and guide stroke 

management. Parenchymal hypodensity is 

the most commonly observed early ischemic 

sign on non-contrast CT in acute stroke [20]. 

This was also observed in the present series, 

where the most important early ischemic sign 

was parenchymal hypoattenuation (72.4%), 

followed by grey-white matter differentia-

tion loss (34.5%). The least positive early 

ischemic sign was the hyperdense artery sign 

(20.7%). There was no significant difference 

in the detection of these signs between the 

two window reviews. The ASPECTS score 

determines the extent of stroke lesion in pa-
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tients with acute MCA occlusion and hence 

determines the eligibility for thrombolytic 

therapy and endovascular intervention [26]. 

ASPECTS values were lower at the stroke 

window review compared to those at the de-

fault brain window, which means if stroke 

window settings were used after the default 

brain window in evaluating patients with 

acute MCA stroke, it would less likely alter 

the treatment plan for the patient, as it would 

not significantly increase the number of isch-

emic regions detected.

	 One of the advantages of this study 

is that the sample of cases reviewed by the ra-

diologist was randomized at the time of image 

interpretation. It included all non-contrast CT 

brain studies performed within a specific pe-

riod before the review of medical records for 

the inclusion process. This made the blinding 

of the reviewer complete and prevented any 

bias that could have resulted in increased re-

porting of positive signs if only patients with 

acute stroke were reviewed, thus making the 

results more representative of routine radiol-

ogy practice.

	 Different approaches to maximize 

the useful visual information displayed on CT 

without needing to change window settings 

have been discussed in the literature. Image 

processing compresses CT image dynam-

ic range to limited grayscale shades, maxi-

mizing visual information. Methods include 

non-linear CT windows, histogram equal-

ization, adaptive histogram equalization, and 

contrast-limited adaptive histogram equaliza-

tion. These algorithms operate on CT’s entire 

dynamic range, but none has widespread 

clinical use [8]. Bier et al. [27] suggested that 

post processing of non-contrast CT with fre-

quency selective non-linear blending signifi-

cantly increases its sensitivity for detection of 

ischemic brain insult. Viriyavisuthisakul et 

al. [11], who evaluated window settings pa-

rameters for acute ischemic stroke by using 

deep learning models, found that the model 

could well predict with standard brain win-

dow settings. Deep learning methods, with 

the large number of regularly obtained brain 

scans, could be developed for ischemic lesion 

detection on CT without requiring lesion an-

notation [28]. 

5.Limitations.

	 The study has several limitations. 

First, this was a retrospective study, which 

might have affected the patient selection pro-

cess, as the clinical information is reduced. 
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Second, the exact time of the scan after the 

onset of the neurological symptoms is diffi-

cult to determine retrospectively, and a wider 

time window of 24 hours was opted for the 

study. Third, the cohort size was small. The 

limited patient cohort from a single-center 

study design with risks of potential selection 

bias may limit the generalizability of the re-

sults. Finally, the target for narrowing win-

dow settings was preset at a fixed value of 40 

WW and 40 WL. Any other values suggested 

for stroke window settings were excluded 

from this study. 

	 It is recommended to further vali-

date the findings of the present study in the 

future with prospective multicentric studies 

with larger sample sizes and time windows of 

6 hours, which would allow for more repre-

sentation of the general population and higher 

scientific validity of the results.

6.CONCLUSION

	 The study showed that mod-

ern-generation CT has high sensitivity for 

acute stroke detection within 24 hours from 

symptom onset. Systemic assessment for ear-

ly ischemic changes is a key to successfully 

recognizing them on imaging. The magnitude 

of superior sensitivity in reviewing images 

with stroke window settings (40/40 [WW/

WL]) in addition to the default brain window 

(80/40 [WW/WL]) is small. It should be not-

ed that in routine radiology practice, especial-

ly in busy radiology departments, radiologists 

tend to not use stroke window parameters 

when reviewing non-contrast CT of suspect-

ed stroke patients and instead use the default 

brain window without changing window pa-

rameters. The current study should therefore 

increase the confidence in daily radiology re-

porting that uses the standard brain window 

for assessing acute stroke.
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ABSTRACT
	 Spinal anaesthesia is a popular method for anaesthesia in the lower body, offer-
ing advantages over general anaesthesia. The paramedian and median methods are most 
commonly used. Spinal anaesthesia has many benefits, but postdural puncture headache 
(PDPH) is the most common risk. This study aimed to find out how often PDPH happens 
in Libyan patients having spinal anaesthesia for urological surgeries, comparing the median 
and paramedian methods because there are not many records available. This prospective 
study occurred at the Specialty Surgical Centre in Benghazi, Libya, from September 18, 
2019, to February 18, 2020. Patients undergoing urological surgery under spinal anaesthesia 
were divided into two groups based on the method used: median (Group M) and paramedi-
an (Group P). Researchers collected age, BMI, and gender data to better understand PDPH 
prevalence and compare the two companies. All the data were coded and analysed using 
SPSS 27. The study included 60 patients, including 53 adult males and 7 females, ranging in 
age from 11 to 70 years, with a median age of 55.5 ± 18.2 years. Normal PDPH prevalence 
was 8.3%, with 13.3% in Group M and 3.3% in Group P. Statistical analysis showed no sig-
nificant difference in PDPH prevalence between the two companies (p=0.4). Patients’ age, 
gender, and BMI did not differ significantly between the two groups, according to logistic 
regression analysis. While a larger number of patients in the median institution had PDPH, 
the difference was not statistically significant. These findings support previous research on 
needle insertion techniques and PDPH, but the authors suggest conducting larger studies 
with more populations to confirm and improve those findings.
Keywords: medial technique, paramedian technique, postdural puncture headache, spinal 
anaesthesia, urological surgeries
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1.INTRODUCTION

	 Spinal anaesthesia is an extensively 

used approach in various surgical techniques 

because of its unique advantages compared to 

general anaesthesia [1]. One key gain of spi-

nal anaesthesia is its capacity to anesthetize a 

selected location of the body, without inter-

fering with respiratory function. Moreover, it 

starts faster than general anaesthesia, taking 

into account an instant initiation of the surgi-

cal procedure [2]. Furthermore, spinal anaes-

thesia normally has a shorter period, leading 

to a quicker healing time and, in advance, pa-

tient mobility [3]. Median (M) and paramedi-

an (P) techniques are commonplace strategies 

to obtain spinal anaesthesia. Each method has 

its personal traits. The median technique, as 

an example, whilst being the extra frequently 

used, can pose technical challenges, especial-

ly in older individuals with structural degen-

erative changes of their spine. Conversely, 

the paramedian method is regularly preferred 

for its quicker and speedier catheter insertion 

[4] and the capability to manage anaesthesia 

without the need for a flexed position [5]. 

	 While spinal anaesthesia offers 

several benefits, it’s essential to recognise its 

complications like postdural puncture head-

ache (PDPH), bleeding, contamination, hy-

potension, urinary retention, and nerve injury  

[6]. The pronounced occurrence of PDPH 

varies significantly worldwide, stimulated 

by many factors, including affected person 

attributes, needle design, and the technique 

used [7]. Women, particularly pregnant and 

postnormal delivery at a high risk of PDPH. 

Similarly, a higher chance is found in indi-

viduals with lower body mass indices (BMI), 

while the peak age for its prevalence lies be-

tween 18 and 30 years [8]. The occurrence 

is also stimulated by way of numerous fac-

tors, which include the diameter of the spinal 

needle used for dural puncture, with smaller 

diameters being related to a decreased risk 

[9]. Moreover, the patient’s positioning in the 

course of spinal anaesthesia may additionally 

have an essential position as cautioned with 

the aid of Sharma et al [10] who proposed 

that the lateral decubitus position is less likely 

to cause PDPH compared to the sitting posi-

tion [10].

	  PDPH is mainly diagnosed based 

on clinical symptoms, laboratory tests, or 

further tests like neuroimaging are rarely in-

dicated if complications or alternative condi-

tions, such as subdural hematoma or venous 
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thrombosis, are suspected [11, 12]. To de-

crease the risk of PDPH, several preventive 

measures can be taken, including the usage 

of small-diameter needles or atraumatic spi-

nal needles, aligning the needle bevel with 

the dural fibers, and considering prophylac-

tic epidural blood patches or epidural saline. 

Regarding the management of PDPH, simple 

steps like rest, adequate hydration, or using 

caffeine can help, alongside medications such 

as antiemetics, paracetamol, or even spheno-

palatine ganglion and occipital nerve blocks 

and epidural blood patch for more severe cas-

es. Fortunately, the majority of PDPH cases 

are self-limited, with approximately 75% im-

proving within seven days and 88% resolving 

completely by six weeks, without any specif-

ic treatment. [13-15]. 

	 Many research papers have stud-

ied the prevalence of post-dural puncture 

headache following spinal anesthesia, with a 

primary emphasis on obstetric patients [16]. 

Some studies have extended their scope to in-

clude orthopedic patients [17, 18] or patients 

undergoing lower limb surgeries [19]. On 

the other hand, there is a paucity of research 

dedicated to urological interventions. For in-

stance, Harrison and Langham [20] surveyed 

100 patients who underwent spinal anesthesia 

in urology theaters, but they did not account 

for spinal anesthesia approaches. A more re-

cent investigation in 2023 compared post-du-

ral puncture headache occurrences between 

paramedian and median approaches, but it 

was limited to patients undergoing nephro-

lithotripsy [21]. With the scarcity of studies 

within our region, significant gaps persist in 

the literature concerning potential variations 

in PDPH rates between median and parame-

dian techniques. Therefore, the primary ob-

jective of this research was to investigate the 

incidence of post-dural puncture headache in 

patients undergoing spinal anesthesia for uro-

logical procedures and to test the difference 

in incidence between paramedian and medi-

an approaches. Such a study aims not only to 

enhance patient care but also to optimize re-

source distribution and enhance the efficien-

cy of hospital resources.

2.MATERIALS AND METHODS 

2.1.Study Design and Location

	 The prospective study was conduct-

ed at the Specialty Surgical Centre Benghazi 

between September 18th, 2019, and February 

18th, 2020. 
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2.2.Study Population 

	 60 patients who needed urological 

procedures under spinal anaesthesia.

1.Inclusion criteria

a.Patients who did not complain of headache 

before spinal anaesthesia. 

b.Patients who did not have features of hypo-

volemia in the perioperative period. 

c.Patients who are hemodynamically stable 

with no blood pressure fluctuations.

2.Exclusion criteria 

a.Patients with a history of headaches or 

chronic pain.

b.Patients with a history of PDPH. 

c.Patients with anxiety or cognitive impair-

ment.

2.3.Data Collection

	 Baseline data were obtained, in-

cluding age, gender, presence of diabetes 

mellitus or hypertension, and BMI through 

the index: Weight (kg)/ Height (m) 2.

	 Spinal anaesthesia was adminis-

tered in either a lateral or sitting position at 

L3–4 or L4–5 level by a single anaesthesiol-

ogist utilizing a 25G Quincke spinal needle. 

Patients were randomly and equally allocat-

ed to either the Median approach (M) or the 

Paramedian approach  (P) groups. In Group 

M, spinal anaesthesia was administered by 

guiding the needle through the supraspi-

nous ligament, interspinous ligament, and 

ligamentum flavum to the dura. The Group 

P technique directly targets the ligamentum 

flavum after traversing the paraspinal mus-

cles. This method involved inserting the spi-

nal needle 1cm lateral and below the spinous 

process at a cephalad angle of 10–15°.

	 To evaluate PDPH, patients were 

inquired about headache occurrence using 

a binary scale (yes or no response). Individ-

uals experiencing headaches within 5 days 

post-surgery were examined for positional 

effects. Headache onset or aggravation with-

in 15 minutes of standing in an upright po-

sition, followed by relief within 30 minutes 

of returning to a supine position, was classi-

fied as PDPH. The pain intensity scoring was 

assessed using the Visual Analogue Scale 

(VAS). The VAS score consists of a 10 cm 

line with 10 mm to each point of the scale 

and two end-points representing no pain and 

worst possible pain, where 0 = no pain, 1–3 = 

mild, 4–6 = moderate, and 7–10 = severe pain 

[22].
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2.4.Statistical Analysis

	 Data was analysed using IBM SPSS 

Statistics, version 27. Initially, demographic 

data were assessed through descriptive sta-

tistics: mean ± standard deviation (S.D.) for 

numerical data and counts/percentages for 

categorical data. The t-test was employed 

to evaluate mean differences, while the chi-

square test (χ2) was used to compare the in-

cidence of PDPH between the two approach 

groups. Factors associated with PDPH were 

investigated through logistic regression 

analysis, presenting odds ratios (OR) with a 

95% confidence interval (CI) to indicate the 

strength of association; significance was con-

sidered for P-values < 0.05.

2.5.Ethical Considerations

	 Information about the study was 

given to all participants or their accompany-

ing adult by the researcher anaesthesiologist. 

Before they enrolled in the study, participants 

provided formal consent. For individuals 

below 18 years, consent was acquired from 

their legal guardian. Personal information 

was omitted to uphold participant confiden-

tiality.

3.RESULTS

3.1.General Characteristics of the Study 

Population

	 The study enrolled 60 patients who 

underwent various types of urological pro-

cedures under spinal anaesthesia. Of these 

patients, 53 (88%) were males and 7 (12%) 

were females, and their age ranged from 11 

to 70 years, with a mean age of 55.5 ± 18.2 

years. A total of 48.3% were in the 61 years 

and above age group, with a mean age of 68.8 

± 1.7, and most were males. For further infor-

mation, please refer to Table (1). 

خطا! لم يتم العثور على مصدر المرجع.
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Table (1). Age distribution among the study population

Males
Females

Gender
Total

Age group

years 30 ≤
Count 9 1 10

Percentage 15% 1.7% 16.7%

years 31-60
Count 18 3 21

Percentage 30% 5% 35%

years 61 ≥
Count 26 3 29

Percentage 43.3% 5% 48.3%

Total
Percentage

Count 53 7 60
88% 12% 100%

	 Among the study participants, 14 

(23.3 %) were solely hypertensive, 15 pa-

tients (25%) were solely diabetic, and 3 (5%) 

had both conditions. It was also shown that 

the study population had a mean BMI of 23.5 

± 2.8, with 60% having a normal BMI and 

33.3% being overweight. Obese and under-

weight patients each comprise 3.3% of the 

study population. 

	 As illustrated in Figure 1, Cystos-

copy, transurethral resection of bladder tumor 

(TURBT), and varicocele surgeries were the 

most commonly performed urological pro-

cedures. Less frequent procedures were also 

shown to provide a comprehensive overview. 

The study also examined the distribution of 

these surgeries based on the spinal approach 

used. Within the median approach group, 

30% underwent TURBT, 16.7% underwent 

varicocele surgeries, and 13.3% had cys-

toscopy. Among the paramedian approach 

group, the distribution was 36.7% for cys-

toscopy, 20% for varicocele surgeries, and 

13.3% each for TURBT and transurethral 

resection of the prostate (TURP) surgeries. 



221

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Medical Sciences: 215 – 229                       Alarfi, et al.

 Figure (1). Types of urological procedures done in the study.

The demographic variables of the study pop-

ulation are displayed in Table (2) Considering 

both approaches to spinal anaesthesia. 

 Table (2). Demographic variables according to the spinal anesthesia approach.

Variable Subclass Median approach 
(n = 30)

Paramedian approach
(n = 30) p-value

Gender
Males 26 (86.7%) 27 (90%)

1
Females 4 (13.3%) 3 (10%)

Age
(mean ± SD) 54.7 ± 17.4 52.3 ± 19.1 0.6

BMI
(mean ± SD) 23.9 ± 2.6 23.2 ± 3.0 0.3

Diabetes 
mellitus

Diabetics 11 (36.7%) 7 (23.3%)
0.2

Not diabetics 19 (63.3%) 23 (76.7%)

Hypertension
Hypertensives 8 (26.7%) 9 (30%)

0.7
Not hypertensives 22 (73.3%) 21 (70%)
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3.2.Incidence of PDPH Among the Study 

Population

	 Among the study population, 5 pa-

tients (8.3%), 3 males and 2 females, expe-

rienced a post-dural puncture headache with 

pain severity ranging from mild (80%) to 

moderate (20%) on a visual analogue scale. 

The distribution of PDPH among both gen-

ders didn’t demonstrate any statistical sig-

nificance, with a p-value of 0.09. Consider-

ing age distribution, 2 patients were aged 30 

years or younger, while 3 patients fell within 

the 31-60-year age group, with a p-value of 

0.06. Most patients (60%) complained of 

PDPH within 72 hours postoperatively, and 

the rest (40%) developed PDPH on the fourth 

day after spinal anaesthesia.

	 Table (3) presents the incidence of 

PDPH within the median and paramedian 

groups, as well as their gender distribution. 

Within Group M, four individuals (13.3%) 

reported PDPH. Three of them had mild 

headaches, and one had a moderate-severity 

headache. In Group P, only one individual 

(3.3%) reported PDPH, which was of mild 

severity. The p-value was 0.4, suggesting no 

statistically significant difference. 

Table (3). Incidence of PDPH between the median and paramedian groups
 Postdural puncture

headache
Gender dis-

tribution
 Median approach

)group (n = 30
 Paramedian approach

)group (n = 30 p-value

Yes
Male )75%( 3 )0%( 0

0.4
Female )25%( 1 )100%( 1

No
Male )88.5%( 23 )93.1%( 27

Female )11.5%( 3 )6.9%( 2

Univariable logistic regression revealed no 

significant association between PDPH inci-

dence and age, gender or BMI, as evidenced 

by corresponding p-values of 0.06, 0.06, and 

0.9, respectively. For more details, refer to 

Table (4).



223

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Medical Sciences: 215 – 229                       Alarfi, et al.

Table (4). Binary logistic regression of each independent variable with PDPH
Univariate analysis

OR 95% CI p-value
Age (years) 0.954 0.907-1.003 0.063

Gender (male/female) 0.150 0.020-1.121 0.065
BMI (Kg) 0.980 0.709-1.354 0.902

Abbreviations: OR = Odds Ratio, CI = Confidence Interval, BMI = Body Mass Index. 

4.DISCUSSION

	 Our study reported a PDPH inci-

dence of 8.3%, lower than that observed in 

studies from other African countries such as 

East Ethiopia, Kenya, Egypt, and others [23-

25]. Similarly, this rate was less than the 20% 

reported by Oumer et al [17] among ortho-

pedic patients in Addis Ababa, Ethiopia, pos-

sibly due to their use of needle sizes ranging 

from 18 to 23G. Compared to worldwide 

studies, our rate was lower than those report-

ed in a study from Iran (10%) but higher than 

reports from Germany (5.9%) and the USA 

(2%) [18, 26, 27]. Similarly, Khraise et al [28] 

reported a lower incidence of 6.3% in partu-

rients, which may be explained by their use 

of a mixture of needle types with needle sizes 

>25G while our study utilized only 25G cut-

ting-type needles [28]. 

	 Regarding headache severity, our 

study has shown that 80% of study partici-

pants experienced mild headaches, and this 

was similar to the result of Mohammed et 

al [29] who reported that 61.9% of women 

had mild pain [29]. However, our results con-

trast with those of Tafesse and Melkamayew 

[23], who showed  that more than two-thirds 

of the study participants had moderate to se-

vere PDPH. The possible explanation for this 

discrepancy is that the needles that they used 

included ≥ 23 gauges, which are responsible 

for the CSF  leakage in large amounts  [23].

	 Considering the relationship be-

tween age, gender and PDPH, previous re-

search has yielded mixed results. A study 

from Dhulikhel Hospital, Nepal, found that 

individuals aged 18-30 years were more 

susceptible to PDPH than those aged 31-45 

years [30]. However, our study revealed a dif-

ferent trend, with patients aged 31-60 years 

being more likely to have PDPH in compar-

ison to younger patients. Regarding gender, 

some studies have reported no significant 

impact of gender on the incidence of PDPH 
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[31-33], and this corresponds to our study’s 

results. However, a study was conducted by 

DelPizzo et al [27] in New York, involving 

300 patients undergoing simple knee arthros-

copy, showed a higher incidence of PDPH 

in women compared to men [27]. A similar 

study has shown a higher incidence in wom-

en by 2-3 times than in men. While the exact 

reasons for this disparity remain unclear, it 

was claimed that hormonal differences and 

heightened female pain sensitivity may con-

tribute to this phenomenon [34]. 

	 Regarding the disparity in PDPH 

occurrence between the two approaches, our 

study demonstrated an increase in the median 

approach, but without statistical significance. 

This result aligned with that of  Jahromi et 

al [21] who suggested the paramedian ap-

proach as a superior approach in reducing 

PDPH, albeit without a statistical difference  

[21]. Similarly, Mosaffa et al [18] discovered 

no substantial variance in PDPH occurrence 

between the two approaches. Consequently, 

they recommend the paramedian approach, 

particularly for elderly patients with spinal 

degenerative changes and those who may 

find it challenging to adopt the appropriate 

position for the median approach. In con-

trast, other studies revealed another trend and 

showed a significant variation in the PDPH 

incidence between the two approaches. For 

example, a study of Haider et al [35], which 

included 50 patients undergoing various al-

ternative surgeries during the spinal neurax-

ial anaesthesia, concluded that the possibility 

of PDPH [35] was reduced by using a para-

median approach with Quincke needle type 

markedly diminishes the chances of PDPH. 

On the contrary, a study conducted by Nisar 

et al [36] highlighted in Pakistan reported a 

higher incidence of PDPH   with the para-

median approach compared to the median 

approach  [36]. These contradictory results 

require large and more diverse studies to 

achieve integrated guidelines on the optimal 

approach to spinal anaesthesia.

5.CONCLUSIONS

	 Postdural puncture headache  

(PDPH) creates significant challenges for 

patients and health professionals, which 

negatively affects the patient’s satisfaction 

and quality of care. Despite its effects, the 

prevalence and contributing factors of PDPH 

among urological patients in our region are 

poorly understood, emphasizing the need for 

focused research. Therefore, the purpose of 
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this study was to determine the occurrence of 

headaches after spinal anaesthesia in patients 

scheduled for urological procedures and to 

compare the occurrence between median and 

paramedian approaches. By identifying the 

frequency of PDPH and potential determi-

nants, this study not only wants to improve 

the patient’s satisfaction, but also to optimize 

the use of the health care system and improve 

the hospital’s efficiency.

	 This study presented several sig-

nificant findings. PDPH, a common compli-

cation of spinal anaesthesia, was infrequent, 

with an incidence of 8%. The severity of 

headaches ranged from mild to moderate 

and did not require specific interventions. 

Furthermore, the median approach group 

showed a higher incidence of PDPH (80% vs 

20%), but this did not reach statistical signifi-

cance. Additionally, the study did not demon-

strate statistical significance among age, gen-

der, and BMI as predictors of PDPH.

	 Nevertheless, these findings must 

be interpreted alongside certain limitations. 

The predominantly male cohort (88%) may 

limit its generalizability, as females are gen-

erally at higher risk for PDPH. Similarly, the 

small sample size (n=60) and reliance on a 

single needle type reduce the power to detect 

significant differences. Finally, factors like 

patient age, comorbidities, and anatomical 

variations that might influence PDPH occur-

rence may not have been equally distributed 

between the two groups.

	 Based on these findings, the study 

presents several key recommendations. First-

ly, further research should involve larger and 

more diverse populations to validate the ob-

served results. Secondly, additional studies 

are needed to explore other potential contrib-

utors to PDPH, as this study found no signif-

icant association with age, gender, or BMI. 

Finally, while PDPH is typically self-limit-

ing, healthcare providers are encouraged to 

remain vigilant in monitoring patients for this 

common complication following spinal an-

aesthesia.
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ABSTRACT
	 Oral health education is a crucial aspect of dental care, as proper guidance from 
dentists can significantly influence patients’ oral hygiene habits. This study investigated 
whether dentists in Benghazi provide dental advice to patients and examined differences be-
tween general practitioners (GPs) and specialists in delivering such advice. This cross-sec-
tional study included 246 dentists from public clinics and the Faculty of Dentistry at the 
University of Benghazi. Data were collected through a structured questionnaire covering 
sociodemographic details, oral health practices, and advice given to patients. Analysis was 
conducted using IBM SPSS version 24, employing descriptive statistics and chi-square tests 
to compare GPs and specialists.  Results showed that both GPs and specialists consistently 
provided oral hygiene and smoking-related advice, with no significant difference (p > 0.05). 
GPs (68.2%) were slightly more likely to offer preventive advice than specialists (62.9%), 
while specialists (85.4%) provided dietary advice more frequently than GPs (75.2%), though 
these differences were not significant (p > 0.05). However, a significant difference was ob-
served in professional treatment advice, with 98.9% of specialists providing it compared to 
92.4% of GPs (p = 0.028). These findings highlight the need for standardized preventive 
care strategies to enhance patient education and oral health outcomes. However, the incon-
sistent advice provided by dentists may be due to insufficient training in preventive care and 
the treatment-oriented nature of Libya’s dental health system.
Keywords:  Advice, dental, general practitioners, oral hygiene, practice, specialists.

*Corresponding Author: Amal Gaber, amal.gaber@uob.edu.ly



231

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

SJUOB (2025) 38 (1) Medical Sciences: 230 – 244                   Budajaja,et al.

1.INTRODUCTION

	 Oral health care is fundamental to 

the well-being and quality of life of indi-

viduals.1, 2  It is essential for maintaining 

good oral hygiene and preventing systemic 

diseases that can arise from untreated den-

tal issues.3, 4 Willie Sai Ho</author></au-

thors></contributors><titles><title>The 

role of oral health in the prevention of 

systemic diseases</title><secondary-ti-

tle>Universal Library of Medical and 

Health Sciences</secondary-title></ti-

tles><periodical><full-title>Universal 

Library of Medical and Health Sciences</

full-title></periodical><volume>1</vol-

ume><number>1</number><dates><-

year>2024</year></dates><urls></

urls></record></Cite></EndNote> Im-

proving public awareness about dental is-

sues and providing adequate information 

on oral diseases, including risk factors and 

preventive measures, plays a critical role 

in promoting better oral hygiene practic-

es, early detection of dental problems, and 

timely intervention.5, 6 

	 Improper diet, smoking, and poor 

oral hygiene are significant factors influ-

encing the occurrence of various oral dis-

eases.7, 8 Oral hygiene practices vary across 

countries, with differences in self-care 

practices like daily flossing and brushing 

with fluoride toothpaste and accessibility 

to dental care.9, 10 Enhanced knowledge of 

oral health leads to better hygiene routines 

and healthier lifestyle choices.2, 9 

	 Dental professionals, including 

general dentists and specialists, play a piv-

otal role in delivering essential preventive 

advice to their patients. Effective primary 

prevention through advice on oral hygiene 

practices, clinical preventive measures, di-

etary habits, smoking cessation, and pro-

fessional treatments from both GPs and 

specialists can prevent common oral health 

issues.11, 12

	  However, there is a limited un-

derstanding of the extent to which den-

tists in Benghazi are fulfilling their role 

in delivering preventive dentistry through 

advice. It is also unclear whether special-

ized dentists have a better grasp of the im-

portance of providing advice to improve 

community dental health, particularly in 

underserved and high-risk communities. 

This study aims to determine whether den-

tists in Benghazi provide dental advice to 
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their patients and identify any differences 

between general practitioners (GPs) and 

specialists in this regard. By investigating 

this, we hope to gain insights into the par-

ticipating dentists’ understanding of pre-

ventive measures and their commitment 

to properly implementing these measures 

as part of oral healthcare delivery services. 

Ultimately, this research seeks to contrib-

ute to the development of improved health-

care policies that will benefit the Libyan 

population in the long term.

2.METHODS

2.1.Study design & population

	 A cross-sectional study was con-

ducted targeting dentists (both GPs and 

specialists) from public dental clinics and 

the Faculty of Dentistry of the Universi-

ty of Benghazi. A convenience sampling 

method was employed. The population of 

the current study consists of 246 Libyan 

dental practitioners in Benghazi City. 

2.2.Study Instrument & Data Collection

	 Data was gathered through an on-

line questionnaire. A self-generated ques-

tionnaire was prepared based on previous 

relevant international literature.13 The 

questionnaire was constructed based on 

the objectives of the study. 

	 The first draft was sent to a dental 

public health specialist for content validi-

ty. Based on expert feedback, some items 

needed to be excluded or further refined, 

e.g., double-barrel items. The internal con-

sistency of the questionnaire was also eval-

uated by the reliability coefficients (Cron-

bach’s Alpha), which ranged between 0.71 

to 0.86. 

	 The questionnaire consists of 

three Sections: Section 1: participants’ so-

ciodemographics, which includes (Gender, 

age, marital status, place of residency, and 

monthly income). Section 2: Seven items 

on oral health practices (Frequency of 

brushing, use of fluoride toothpaste, floss-

ing habits, and consumption of sugar-con-

taining snacks or drinks). Section 3: nine-

teen items on advice provided to patients; 

these questions were grouped into catego-

ries, which included the following advice 

categories: oral hygiene practices, clinical 

preventive measures, dietary habits, smok-

ing cessation, and professional treatments.

2.3.Statistical Analysis

	 Data was analyzed using SPSS 

version 24. Descriptive statistics were re-
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ported using frequencies and percentages 

for sociodemographic characteristics, oral 

health practices, and dietary habits. Chi-

Square was used to compare differences 

in proportions between GPs and specialists 

regarding sociodemographic characteris-

tics, oral health practices, dietary habits, 

and types of oral health advice provided. 

All statistical analyses were performed 

with a significance level set at p < 0.05.

2.4.Ethical Considerations:

	 The study was approved by the 

ethics committee at the Faculty of Dentist-

ry, Benghazi, Libya (approval no. 0255). 

All participants were assured of the con-

fidentiality and privacy of their responses, 

and the informed consent was obtained 

from all participants along with the com-

pleted self-administered questionnaire.

3.RESULTS

	 The majority of the participants 

were females (71.5%), aged between 36 

and 45 years (44.3%). Most of the par-

ticipants were married (61.0%) and GPs 

(63.8%), while specialists accounted for 

36.2%. Most participants live in Beng-

hazi (86.6%), with 13.4% residing around 

Benghazi. Regarding the income level, 

27.2% of the participants reported earning 

more than 2000 LD, and the rest majority 

reported earning 2000 LD or less, whereas 

(39.8%) earned 1000-2000 LD, and 32.9% 

earned less than 1000 LD. A majority of 

participants (83.3%) reported no medical 

problems, while 16.7% indicated they had 

medical issues (see Table (1)). 
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Table (1): Sociodemographic Characteristics
Sociodemographic Characteristics N (%)
Gender
Male 70 (28.5)
Female 176 (71.5)
Age groups
20-35 years 95 (38.6)
36-45 years 109 (44.3)
46-60 tears 40 (16.3)
Marital status
Single 96 (39)
Married 150 (61)
Specialty
GP 157 (63.8)
Specialists 89 (36.2)
Residence
Benghazi 213 (86.6)
Around Benghazi 33 (13.4)
Income
< 1000 LD 81 (32.9)
1000 -2000 LD 98 (39.8)
> 2000 LD 67 (27.2)
Total 246 (100)

	 The majority of both GPs (89.2%) 

and specialists (94.4%) reported regular 

brushing habits, with specialists showing 

slightly higher adherence, although the dif-

ference was not statistically significant (p 

> 0.05). The use of fluoride toothpaste was 

more common among specialists (67.4%) 

compared to GPs (54.1%), with a statis-

tically significant difference (p = 0.042). 

The effect size by Phi & Cramer’s V was 

0.121, which is a moderate effect. Floss-

ing habits were similar between the two 

groups, with 63.1% of GPs and 59.6% of 

specialists reporting regular flossing (p > 

0.05)(see Table (2)).
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Table (2): Oral health practices based on specialty
Oral health practices GP n (%) Specialist n (%) X2 P value

Brushing
Regular 140(89.2) 84 (94.4) 1.893 0.169
Irregular 17(10.8) 5(5.6)

Fluoride Toothpaste Yes 85(54.1) 60(67.4) 4.137 0.042**

No 72(45.9) 29 (32.6)

Flossing
Yes 99 (63.1) 53 (59.6) 0.296 0.586

No 58 (36.9) 36 (40.4)

               *Chi-square test      **Significance: (p < 0.05) 

	 When examining the addition of 

sugar to hot beverages, it was observed 

that a higher proportion of specialists 

(69.7%) reported this behavior compared 

to GPs (60.5%). However, this difference 

did not reach statistical significance (p > 

0.05). On the other hand, GPs reported 

a significantly higher frequency of con-

suming sugar-containing snacks or drinks 

‘more than twice a day’ (41.4%) compared 

to specialists (7.9%) (p < 0.001). The ef-

fect size by Phi & Cramer’s V was 0.273, 

which is a very strong effect Additional-

ly, a significant difference was observed 

in the behavior of managing sugar intake, 

with specialists (40.4%) more likely to re-

duce the frequency of sugar intake, where-

as GPs (51.6%) leaned towards reducing 

the amount of sugar consumed (p = 0.004). 

The effect size by Phi & Cramer’s V was 

0.162, which is a strong effect (see Table (3)).
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Table (3): Dietary practices based on specialty

Dietary practices
GP
 n (%)

Specialist n 
(%)

X2 p value

Sugar in hot drinks
Yes 95(60.5) 62(69.7)

2.061 0.151
No 62(39.5) 27(30.3)

Frequency of 
eating sugar-con-
taining snacks or 
drinks

Never 15 (9.6) 10(11.2)

32.638 0.000**
Once a day 46(29.3) 37(41.6)
Twice a day 31(19.7) 35(39.3)
More than twice a day 65(41.4) 7(7.9)

The most im-
portant behavior 
regarding sugar

Reduce the frequency 
of sugar

33 (21.0) 36 (40.4)

10.983 0.004**Reduce the amount of 
sugar

81 (51.6) 32 (36)

Avoid sticky food 43 (27.4) 21 (23.6)

       *Chi-square test      **Significance: (p < 0.05)

Table 4 summarizes the types of advice 

provided by the participants based on their 

specialty. Both GPs and specialists con-

sistently provided oral hygiene and smok-

ing-related advice with no statistically sig-

nificant difference (p > 0.05). Preventive 

advice was slightly more common among 

GPs (68.2%) than specialists (62.9%), 

while specialists were more likely to pro-

vide dietary advice (85.4%) compared to 

GPs (75.2%), though these differences 

were not statistically significant (p > 0.05). 

A significant difference was found in pro-

fessional treatment advice, with higher 

proportions of specialists (98.9%) provid-

ing this compared to GPs (92.4%). The ef-

fect size by Phi & Cramer’s V was 0.102, 

which is a moderate effect at a p = 0.028).
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Table (4): Type of provided advice based on specialty

Type of advice
GP

 n (%)
Specialist

n (%)
Chi-

Square 
Value

P
Value

Yes No Yes No

Oral Hygiene Advice 156 (99.4)
1 

(0.6)
88 (98.9)

1 
(1.1)

0.167 0.683

Clinical Preventive Advice 107 (68.2) 50 (31.8) 56 (62.9) 33 (37.1) 0.695 0.404
Dietary Advice 118 (75.2) 39 (24.8) 76 (85.4) 13 (14.6) 3.569 0.059
Smoking Advice 129 (82.2) 28 (17.8) 71 (79.8) 18 (20.2) 0.213 0.644

Professional treatment advice
145

(92.4)
12

(7.6)
88

(98.9)
1

(1.1)
4.824 0.028**

*Chi-square test      **Significance: (p < 0.05)

	 The percentage of dentists who 

reported giving advice regarding different 

categories or fields was generally high. 

Almost all participating dentists answered 

“yes” to at least one of the questions re-

lated to oral hygiene advice. Additionally, 

94.7% reported giving advice related to 

professional treatment questions. The low-

est percentage was in the dietary advice 

section, where about 78.9% of dentists 

answered “yes” to at least one dietary ad-

vice-related question (see Figure 1).

Figure (1): Types of provided advice for all participants
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4.DISCUSSION

	 Dental professionals play a vi-

tal role in promoting oral health through 

preventive advice. Effective primary pre-

vention encompasses guidance on oral 

hygiene practices, clinical preventive mea-

sures, dietary habits, smoking cessation, 

and professional preventive treatments. 

Understanding the differences in how den-

tal advice is delivered by general dentists 

and specialists is essential for optimizing 

patient care and ensuring a more effective 

approach to oral disease prevention.

	 This study highlights several 

findings regarding the oral health prac-

tices and types of dental advice provided 

by dentists in Benghazi, Libya. The socio-

demographic data revealed a higher pro-

portion of female participants, reflecting 

global trends that indicate an increasing 

number of women entering the dental pro-

fession. 

	 The participants demonstrat-

ed strong adherence to regular brushing 

and the use of fluoride toothpaste, con-

sistent with Haresaku et al.14  Both GPs 

and specialists exhibited high brushing 

rates (>89%), but only moderate flossing 

adherence (around 60%), highlighting a 

gap in optimal practices. Specialists were 

more likely to use fluoride toothpaste than 

GPs. These findings align with other stud-

ies where high proportions of dentists re-

ported brushing twice daily.15-17  Iranian 

dentists also reported high brushing and 

flossing rates, with three-quarters using 

fluoride toothpaste regularly.15  Croatian 

dentists exhibit similarly high oral hygiene 

standards, with 57% brushing twice daily 

and 92% flossing regularly.16   Additional-

ly, approximately 44% of dentists in Saudi 

Arabia brush their teeth twice daily, and 

about 70% floss regularly. 17   Although 

participants demonstrated strong adher-

ence to regular brushing, the discrepancy 

between the high proportion of brushing 

and the lack of fluoridated toothpaste while 

brushing is noteworthy. This may indicate 

a lack of deep knowledge about the com-

ponents of fluoride toothpaste since most 

commercial toothpastes contain sodium 

fluoride, even if not in optimum amounts. 

This raises the question of whether most 

participants are unaware of the ingredients 

in toothpaste or if they tend to use natural 

products that primarily do not have fluo-
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ride as a main component.

	 The research highlighted signifi-

cant differences in dietary habits and sugar 

management attitudes between GPs and 

specialists. Contrary to specialists, GPs 

significantly consume sugary snacks more 

frequently. They believe that the behavior 

that needs modification is the amount of 

sugar consumed. This may indicate their 

lack of awareness about the key risk fac-

tors for caries and the critical behaviors 

necessary for reducing the cariogenic po-

tential of sugar. Specialists, on the other 

hand, were more focused on reducing the 

frequency of sugar intake. This can also be 

explained by the fact that GPs, who often 

have more frequent patient appointments, 

might experience irregular mealtimes and 

rely on quick, sugary snacks. In contrast, 

specialists, with more structured sched-

ules, may have a more regulated approach 

to snacking. These findings suggest that 

targeted interventions and educational 

programs could promote healthier dietary 

choices tailored to each group’s unique 

circumstances. The higher consumption of 

sugar-containing snacks among GPs con-

trasts with Li et al. (2020),18 who found 

more uniform dietary habits among den-

tal professionals in China, possibly due to 

cultural and regional differences in dietary 

preferences and awareness levels. A similar 

study by Athikom et al. (2024)19 observed 

significant variations in dietary behaviors 

among undergraduates, postgraduates, and 

practicing dentists, revealing a weak asso-

ciation between knowledge and healthy di-

etary behaviors across educational levels.

 The results revealed that specialists were 

more likely to offer dietary and profes-

sional treatment advice, highlighting the 

influence of their advanced training and 

focused expertise in delivering care, which 

was also noted by Shmarina et al.20  While 

no significant differences were observed 

in providing oral hygiene, preventive, or 

smoking-related advice, GPs slightly pre-

ferred preventive advice, and specialists 

leaned towards dietary advice, with the 

near-significant p-value for dietary advice 

suggesting a trend needing further explo-

ration. Both groups consistently provided 

advice, but specialists were more inclined 

to give detailed dental treatment guid-

ance due to their focused training. Yusuf 

et al.21 observed that recent dental gradu-
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ates increasingly see preventive activities 

as integral to their role. This perspective 

shift is largely due to the evolving em-

phasis on health promotion within dental 

education. However, many dentists still 

see their role primarily as diagnosing and 

treating issues, rather than preventive care, 

due to their training.22 The World Health 

Organization (WHO) recommended that 

most dentists consider smoking cessation 

counseling as a part of their role, despite 

time and training barriers,23-25 with new-

er graduates more likely to record smoking 

status and support cessation.25

	 Overall, the focus on preventive 

dental services is minimal in Libya, and the 

system is largely seen as treatment-orient-

ed rather than geared toward prevention. 

In their exploratory case study, Aloshai-

by et al  26 mentioned that while policy 

documents suggest that the Libyan health-

care system adopts a preventive services 

approach within primary healthcare, this 

does not accurately reflect the reality on 

the ground. A previous study conducted in 

Libya concluded that undergraduate den-

tal programs fall short of equipping den-

tists with the skills for prevention-focused 

management and identified patient-relat-

ed barriers as the most significant, with 

patients displaying a poor understanding 

of the potential for caries prevention.27 

This study revealed high rates of dentists 

reported providing some sort of dental ad-

vice; however, this high percentage is mis-

leading. In reality, most participants do not 

give comprehensive professional advice 

as intended; instead, they offer fragment-

ed advice. For example, when they were 

asked whether they advise their patients 

to quit smoking, 59.8% answered yes. 

However, when combining responses of 

giving advice related to smoking cessation 

from other related questions, the percent-

age increased to 81.3%. This discrepancy 

indicates that dentists do not consistently 

provide complete and professional advice 

as part of a prevention-oriented approach, 

aligning with suggestions from previous 

studies that suggest the preventive ap-

proach is not adequately implemented in 

Libya.26, 27

	 In conclusion, this study found 

notable differences in dietary habits and 

attitudes towards sugar between GPs and 

specialists. GPs consume sugary snacks 
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more frequently, possibly due to their irreg-

ular schedules or due to better knowledge 

and oral health-related behavior in the spe-

cialists’ group, which was reflected in the 

type of advice they provide, which tends 

to be more comprehensive. Moreover, the 

fragmented and inconsistent advice from 

dentists may stem from inadequate training 

in prevention-focused management with-

in undergraduate programs and a lack of 

emphasis on prevention in Libya’s dental 

health system, which remains largely treat-

ment-focused. This contributes to a poor 

community understanding of oral disease 

prevention and increases the burden of oral 

health issues. This gap underscores the 

need for tailored interventions and the im-

plementation of training programs to equip 

dentists with the skills to apply a preven-

tive-oriented approach in dental faculties, 

ultimately improving prevention-focused 

care among dental professionals. 

	 To address gaps in prevention-fo-

cused dental care, it is recommended to 

revise dental school curricula to include 

modules on oral disease prevention and 

patient education, provide training work-

shops for dentists, ensure the availability 

of preventive materials, and conduct pub-

lic campaigns to raise awareness. Advo-

cating for policies prioritizing preventive 

care can drive systemic changes in dental 

health practices.

	 While this study provides valu-

able insights into the current state of pre-

ventive care in Libya, addressing its lim-

itations is crucial for future research. The 

use of a convenience sampling method re-

stricts the generalizability of the findings; 

therefore, adopting a more representative 

random sampling approach would enhance 

validity. Additionally, the study’s limit-

ed geographical scope, focusing solely 

on dentists from Benghazi, may not fully 

reflect the broader dental practice land-

scape in Libya. Expanding future research 

to include multiple cities would improve 

external validity and provide a more com-

prehensive perspective. Furthermore, the 

cross-sectional study design and reliance 

on self-reported data introduce potential 

biases, including social desirability bias. 

Future research should prioritize larger, 

more diverse samples and incorporate 

probability sampling methods where fea-

sible. Additionally, qualitative methodolo-
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gies were used to gain deeper insights into 

how dentists provide advice, the content 

of their advice, and their perceptions of its 

role in promoting oral health. 
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ABSTRACT
	 Despite the growing awareness of the importance of nutrition for overall health, 
the relationship between dietary habits and mental well-being in adolescents remains un-
derstudied. This gap in knowledge poses a significant concern, as adolescence is a critical 
period for developing healthy eating patterns and reducing the risk of mental health issues. 
This study is aimed to investigate the associations between adolescents’ dietary behaviors, 
psychological well-being, and levels of mental distress in Benghazi, Libya. A cross-sec-
tional descriptive design was employed, involving 391 students (189 (48.6%) boys, 202 
(51.4%) girls) from 7 randomly selected secondary schools. Data collection utilized struc-
tured questionnaires assessing dietary patterns, psychological well-being, and mental dis-
tress indicators.  The study revealed a significant association between dietary habits and 
adolescent mental health outcomes. Regular breakfast consumption, correlated positively 
with perceived health and sleep satisfaction (P-value 0.000). However, no significant associ-
ations were found between happiness and fruit, soft drinks, or fast-food consumption. High-
er physical activity levels were consistently linked with better mental well-being (P-value 
0.000), while gender differences were evident in stress and depression prevalence. Balanced 
eating—especially frequent breakfast—and regular physical activity are strongly linked to 
better psychological well-being and lower mental distress in Libyan adolescents. Nutrition 
interventions promoting these behaviors may help mitigate the risk of stress and depression 
during this critical developmental stage.
Keywords: Dietary behavior, psychological well-being, mental distress, Adolescent nu-
trition, Libya.
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1.INTRODUCTION

	 Dietary behaviors and food choic-

es play a crucial role in individual health, 

well-being, and socio-cultural identity, ex-

tending beyond mere nutrition to impact 

long-term health outcomes and disease pre-

vention (1)(2). Adolescence is a critical devel-

opmental stage marked by increased auton-

omy in food choices, making it an opportune 

time to establish lifelong healthy eating hab-

its. However, various challenges, including 

peer pressure, busy schedules, and the mar-

keting of unhealthy foods, hinder adolescents 

from making nutritious choices (3)(4)(5).

	 Research consistently links dietary 

behaviors to both physical and psychological 

health outcomes. Unhealthy eating patterns, 

such as excessive consumption of processed 

foods and sugary drinks, contribute to obe-

sity, chronic diseases, and mental health is-

sues like depression and anxiety, whereas a 

well-balanced diet supports overall well-be-

ing (1)(6)(7)(2). In recent years, the focus has 

shifted towards the psychological effects of 

diet, recognizing that mental health is funda-

mental to overall health, particularly during 

adolescence (8)(9).

	 Despite the global burden of ado-

lescent mental health disorders (10,11), many 

remain undiagnosed. This study explores 

the link between diet, well-being, and dis-

tress among adolescents in Benghazi, Libya, 

hypothesizing that healthier diets improve 

mental health (6). Understanding these associ-

ations is vital for public health (11).

	 Existing studies demonstrate strong 

associations between poor dietary behaviors 

and mental distress in adolescents. Research 

from multiple countries, including Korea, 

New Zealand, and Southeast Asia, indi-

cates that healthier dietary habits are linked 

to lower levels of mental distress and im-

proved well-being (1)(7)(2). Studies in the UK 

and Norway have shown that higher fruit and 

vegetable intake correlates with better men-

tal health, while research in China highlights 

links between specific dietary patterns and 

symptoms of anxiety and depression (12) (13) (14).

	 Multiple cross-sectional studies 

across different regions have demonstrated 

significant associations between unhealthy 

dietary patterns and mental health issues in 

adolescents. In Iran (CASPIAN-IV, 2011–

2012), a study of 13,486 children and ad-

olescents linked junk food consumption to 
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increased risks of psychiatric distress and 

violent behaviors, while a 2013.

	 Malaysian study of 1,565 ado-

lescents found that skipping meals and fre-

quent eating out were associated with higher 

stress and depression symptoms. Similarly, 

a 2010 Chinese study in Bengbu (5,003 ad-

olescents, aged 11–16) revealed that dietary 

patterns—particularly traditional, snack, and 

animal food diets—were robustly associated 

with depression and anxiety symptoms in ur-

ban adolescents. Collectively, these findings 

underscore those poor dietary habits, includ-

ing high junk food intake, irregular meals, 

and unbalanced diets, may significantly con-

tribute to mental health disorders in youth 

across diverse populations. (15)(16)(17)

	 Another cross-sectional survey of 

300 Saudi girls aged 15–19 in Taif City, 58.3% 

reported healthy lifestyles and 6.7% un-

healthy ones. Despite this, over half (52.5%) 

showed depressive symptoms (14.8% mod-

erate-severe; 6.9% severe), 42.1% had mod-

erate to severe anxiety, and 18% experienced 

high stress. Poorer lifestyle scores correlated 

strongly with worse depression, anxiety, and 

stress (p < 0.001), highlighting that even 

modest declines in diet, exercise, sleep, or 

substance avoidance markedly increase psy-

chological distress and underscoring the need 

for school-based wellness programs. (18)

This study explores the link between diet, 

well-being, and distress among adolescents in 

Benghazi, Libya, hypothesizing that healthier 

diets improve mental health (7). Understand-

ing these associations is vital for public health 

(11).

2.METHODOLOGY

2.1. Design: 

	 A cross-sectional descriptive study 

was utilized to conduct this study. 

2.2. Setting:

	  The study was carried out on Lib-

yan Secondary school students in the city of 

Benghazi.

	 The information regarding gov-

ernment schools and student population was 

acquired from the Ministry of Education 

in Benghazi. The city accommodates 30 

girls-only secondary schools, 21 boys-on-

ly secondary schools, and 8 mixed-gender 

secondary schools, collectively catering to 

23,114 students, including 8,622 boys and 

14,492 girls.  According to Slovin’s Formu-

la Calculator a sample size of 391 (189 boys 

and 202 girls) Students was established for 
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the study. 

	 A multistage stratified sampling 

procedure was employed for the selection of 

study participants. In the initial stage, 7 sec-

ondary schools were randomly sampled from 

the 59 secondary schools in Benghazi, repre-

senting a sample size of 12%. These schools 

were chosen from the 5 sectors (Benghazi 

square, Berka, El Selawi, Sidi Khalifa, West 

of Benghazi) within Benghazi and were seg-

regated based on gender, comprising 3 sec-

ondary schools for boys, 3 for girls, and one 

mixed-gender secondary school. Subsequent-

ly, one class from each grade (first, second, 

and third year) of high school was randomly 

chosen, with students then selected randomly 

from these classes. 

2.3. Study Period: 

	 The data of the study was collected 

between January 2024 and February 2024. 

2.4. Study Participants: 

7 secondary school students in Benghazi 

were participating. 

2.4.1. Inclusion Criteria: 

	 The selection was made random-

ly from government schools for secondary 

students in the city of Benghazi.( govern-

ment schools was more feasible since: first 

they are directly supervised by the Ministry 

of Education. Second - government school 

students generally have more homogeneous 

socio-economic backgrounds. Which helps 

reduce potential confounding factors related 

to socio-economic status. Furthermore, gov-

ernment schools accommodate the majority 

of adolescents in Benghazi, making the study 

sample more representative of the general ad-

olescent’s population).

2.4.2. Exclusion Criteria: 

	 Private schools for secondary stu-

dents were excluded. 

2.5. Study Tools and Methods of Data Col-

lection:

	 Data collection involved students 

completing a questionnaire that encompassed 

assessments of dietary behavior, psychologi-

cal well-being, and mental distress. The ques-

tionnaire, derived from a study conducted 

in Korea (1) The Korean-based questionnaire 

was adapted for the Libyan cultural context 

through expert review by faculty members 

specializing in nutrition and Public .

	 Health at the University of Beng-

hazi. Modifications were made to ensure the 

clarity and relevance of the questionnaire 

items. However, a formal pilot test was not 
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conducted before data collection. The ques-

tionnaire consisted of five parts.

_The first part, Demographic Information, 

this segment gathered various control vari-

ables such as gender, age, type of housing, 

parental educational attainment, perceived 

socioeconomic status, and school type (boys 

only, girls only, or mixed).

_The second part measured psychological 

well-being by employing three questions re-

garding self-rated health, happiness and sleep 

satisfaction.

_The third part measured perceived stress, 

and depression symptoms.

	 Self-rated health was measured 

using a query assessing regular health per-

ception. The responses were categorized as 

above-average health or average/below-av-

erage health. Happiness levels were assessed 

by asking participants about their usual 

happiness level, which was then grouped 

into above-average happiness or average/

below-average happiness. Sleep satisfaction 

was evaluated based on the adequacy of sleep 

to combat fatigue in the past week. Perceived 

stress levels were determined by inquiring 

about the typical stress degree experienced. 

Depression symptoms were examined by 

asking about the occurrence of significant 

sadness or despair affecting daily routines in 

the previous year.

_The fourth part was regarding dietary be-

haviors, breakfast regularity over the previ-

ous week was rated on an eight-day scale. 

Participants were also asked about the fre-

quency of consuming various food groups, 

such as soft drinks, highly caffeinated drinks, 

sweetened drinks, fast foods, fruits, vegetable 

dishes, and milk, with response options rang-

ing from none to multiple times per day.  

_The fifth part regarding Anthropometric 

measurement.

	 The Body Mass Index (BMI) of 

students was calculated based on their self-re-

ported weight and height to determine their 

weight status. Students were classified into 

different categories:(19) 

1.Underweight:  BMI less than 18.5 

2.Normal Weight: BMI between 18.5 and 

24.9 

3.Overweight: BMI between 25 and 29.9 

4.Obese: BMI ≥30 

	 Participants’ physical activity levels 

were categorized as low, medium, or high 

based on their weekly minutes of moderate or 

vigorous exercise according to World Health 
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Organization guidelines: (20) 

_Low: less than 150 minutes of moderate 

OR 75 minutes of vigorous exercise per 

week. _Medium: 150-300 minutes of moder-

ate OR 75-150 minutes of vigorous exercise 

per week. _High: More than 300 minutes of 

moderate OR 150 minutes of vigorous exer-

cise per week. 

2.6.Statistical analysis: 

	 Statistical analysis of the data was 

fed to the computer and analyzed using SPSS 

software package version 18 (PASW Statis-

tics18). Qualitative data were described using 

numbers, percent, and the statistically signif-

icant association between different variables 

by using chi-square test at significant level 

(P-value (probability value) ˂0.05). 

2.7. Ethics:

	 Consent and approval were re-

ceived from the Faculty of Public Health at 

the University of Benghazi, and the Libyan 

Ministry of Education approved the proto-

col. Subjects were provided with informed 

consent and reassured about the confidenti-

ality of their information. The research also 

received approval from the administration 

of the schools involved. Before starting the 

project, written notification was given to the 

school administrations outlining the study’s 

objectives to secure their maximum cooper-

ation in conducting the study. 

3.RESULT

	 A survey conducted in 2024 among 

391 secondary school students provides valu-

able insights into their demographics, socio-

economic backgrounds, and health-related 

behaviors. The majority of students in the 

sample are 17 or 18 years old, and the gen-

ders are split almost evenly. Although they 

live in different types of residences, (93.6%) 

come from medium-income households and 

live in either traditional homes or apartments. 

The majority of parents are highly 

	 educated; many have college or 

graduate degrees. 25.1% of teenagers are 

overweight or obese, 13.8% are underweight, 

and 61.1% maintain a normal weight in terms 

of health. The majority report low (44.8%) 

levels of physical activity, while just 12.5% 

engage in high-intensity exercise, which is 

concerning and may pose long-term health 

hazards.  Table (1)
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Table (1). Sample Characteristics of Secondary Students, 2024 (N = 391) 
Variable name Variable specification  No. Percent (%) 

Gender 
Male 
Female 

190 
201 

48.6 
51.4 

 Age in year 

15 
16 
17 
18 
19 

36 
114 
159 
74 
8 

9.2 
29.2 
40.7 
18.9 
2.0 

 Place of residence 

Villa 
Classic newly built house 
Classic old house 
Flat 

75 
121 
57 
138 

19.2 
30.9 
14.6 
35.3 

Economic status 
Low 
Medium 
High 

3 
366 
22 

0.8 
93.6 
5.6 

School address 

The west of Benghazi 
Benghazi sequare 
Berka 
El_Selawi 
Sidi Khalifa 

94 
129 
60 
54 
54 

24.0 
33.0 
15.3 
13.8 
13.8 

Mother’s education level 

Illiterate
Basic education
Secondary education
University degree
Postgraduate degree

6
30
146
169
40

1.5
7.7
37.3
43.2
10.2

Father’s education level

Illiterate
Basic education
Secondary education
University degree
Postgraduate degree

 4
31
165
156
35

1.0
7.9
42.2
39.9
9.0

BMI 

<18.5 
18.5-24.99 
25-29.99 
30 and above 

54 
239 
62 
36 

13.8 
61.1 
15.9 
9.2 

 Physical activity 
High 
Moderate 
Low 

49 
167 
175 

12.5 
42.7 
44.8 
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Even while the majority of adolescents have 

a favorable view of their health (62.4%) and 

are happy (48.5%), a significant part of them 

suffer from mental health and well-being, 

with 34.5% reporting symptoms of depres-

sion and 56% expressing dissatisfaction with 

their sleep. Overall, the data shows develop-

ments in the physical, mental, and nutritional 

health of adolescents that are both encourag-

ing and alarming. Table (2).

Table (2). Prevalence of mental health among adolescents ( Total= 391)

1. Well-being outcomes No. Percent (% )

Perceived health 
Very healthy 
Healthy 
Fair 
Poor 
Very poor 

84 
160 
129 
13 
5 

21.5 
40.9 
33.0 
3.3 
1.3 

Perceived happiness 

Very happy 
Happy 
Fair 
Unhappy 
Very unhappy 

60 
130 
160 
29 
12 

15.3 
33.2 
40.9 
7.4 
3.1 

Sleep satisfaction (Fatigue recovery from sleep)
Quite sufficient 
Sufficient 
Neutral
Not Sufficient 

61 
111 
118 
101 

15.6 
28.4 
30.2 
25.8 

2. Mental distress outcomes
Perceived stress 
Very much 
Somewhat 
Average 
Not so much 

70 
103 
105 
113 

17.9 
26.3 
26.9 
28.9 

Signs and symptoms of depression during the last year 

Yes  
No  

135 
256 

34.5 
65.5 

Total  391 100.0 
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Tables (3) demonstrate the association be-

tween patient characteristics and well-being 

outcome health. Physical activity and gender 

significantly impact perceived health, while 

happiness is influenced by paternal educa-

tion, and sleep satisfaction is influenced by 

age and economic status. Teenagers who 

were male and engaged in physical activity 

reported higher health. while older, less well-

off teenagers reported higher levels of sleep 

satisfaction; No significant correlations with 

other socio-demographic characteristics.

	 Significant correlations between 

gender, physical activity, and teenage mental 

health are seen in Tables 4 Perceived stress 

and depression were higher among females. 

Stress and depression were significantly 

correlated with low levels of physical activ-

ity. BMI did not correlate with depression 

(p=0.352), although it did correlate with 

stress (p=0.003). Other factors, including 

place of residence, parental education, and 

economic status, did not show any significant 

association. These findings demonstrate the 

impact of gender and physical activity on ad-

olescents’ mental health.

	 The association between dietary 

practices and teenagers’ perceptions of their 

health, happiness, and sleep satisfaction are 

examined in Tables 5. Frequent breakfast 

eating was not substantially associated with 

happiness, but it was significantly associat-

ed with improved sleep satisfaction and felt 

health. Increased consumption of highly caf-

feinated beverages was linked to lower levels 

of sleep pleasure (p=0.021) and exhibited a 

marginally positive correlation with dissatis-

faction

	  (p=0.058). There was a non-sig-

nificant tendency toward decreased sleep 

satisfaction with fast food consumption 

(p=0.067). These results highlight the bene-

fits of eating a balanced diet, especially one 

that includes breakfast, veggies, and milk, in 

promoting teenagers, while highlighting the 

potential negative effects of high caffeine 

intake on sleep and happiness. Note that:  

Good” = above-average health, “Bad” = av-

erage/below-average health)

	 Tables (6) examine the association 

between dietary behaviors and perceived 

stress and depression among adolescents. 

There is no obvious correlation between eat-

ing habits and perceived stress because all 

of the p-values are more than 0.05. Howev-

er, Table demonstrates that eating breakfast 
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(p=0.000) and drinking a lot of caffeinated 

beverages (p=0.007) are significantly linked 

to depression. Regular consumption of high-

ly caffeinated beverages and adolescents who 

eat breakfast infrequently or never are also 

associated with higher probabilities of de-

pression. Foods including milk, fruit, vege-

tables, soft drinks, sweetened beverages, and 

fast food are also not substantially associated 

with sadness.

Factors

Wellbeing outcomes No (%) *Significance=P-value < 0.05

1.Perceived health 2.Perceived happiness 3.sleep satisfaction

Good Bad P-value Happy Un Happy P-value Sufficient In Sufficient P-value

Gender:
Male 189(50.7) 1(5.6)

P=0.000
168(48.0) 22(53.7)

P=0.493
147(50.7) 43(42.6)

P=0.160
Female 184(49.3) 17(94.4) 182(52.0) 19(46.3) 143(49.3) 58(57.4)

Age
14-16 143(38.3) 7(38.9)

P=0.693
140(40) 10(8.9)

P=0.052
123(42.2) 27(26.7)

P=0.005
17-19 230(61.7) 11(61.1) 210(60.0) 31(75.6) 167(57.6) 74(73.3)

Place of residence:

Villa 74(19.8) 1(5.6)

P=0.053

69(19.7) 1(5.6)

P=0.723

52(17.9) 23(22.8)

P=0.306
Classic newly build house 114(30.6) 7(38.9) 106(30.3) 7(38.9) 97(33.4) 24(23.8)

Classic old house 51(13.7) 6(33.3) 50(14.3) 6(33.3) 42(5.14) 15(14.9)

Flat 134(35.9) 4(22.2) 125(35.7) 4(22.2) 99(34.1) 39(38.6)

Economic status:

Low-medium 352(94.4) 17(94.4)
P=0.989

330(94.3) 39(95.1)
P=0.826

278(95.9) 91(90.1)
P=0.030

Haigh 21(5.6) 1(5.6) 20(5.7) 2(4.9) 12(4.1) 10(9.9)

Mother educational level:

Illiterate 6(1.6) 0(0.0)

P=0,582

4(1.1) 2(4.9)

P=0.205

5(1.7) 1(1.0)

P=0.826
Basic education 30(8.0) 0(0.0) 26(7.4) 4(9.8) 21(7.2) 9(8.9)

Secondary 139(37.3) 7(38.9) 129(36.9) 17(41.5) 111(38.3) 35(43.7)

University 198(53.1) 11(61.1) 191(54.6) 18(43.9) 153(52.8) 56(55.4)

Father educational level:

Illiterate 3(0.8) 1(5.6)

P=0.162

1(0.3) 3(7.3)

P=0.000

0(2.7) 2(2.0)

P=0.537
Basic education 29(7.8) 2(11.1) 27(7.7) 4(9.8) 25(8.6) 6(5.9)

Secondary 160(42.9) 5(27.8) 148(42.3) 17(41.5) 124(42.8) 41(40.6)

University 181(48.5) 10(55.6) 174(49.7) 17(41.5) 139(47.9) 52(51.5)

BMI:

Underweight 53(14.2) 1(5.6)

P=0.236

50(14.3) 4(9.8)

P=0.735

39(13.4) 15(14.9)

P=0.702
Normal weight 224(60,1) 15(83.3) 213(60.9) 26(63.4) 180(62.1) 59(58.4)

Overweight 61(16.4) 1(5.6) 54(15.4) 8(19.5) 47(16.2) 15(14.9)

Obese 35(9.4) 1(5.6) 33(9.4) 3(7.3) 24(8.3) 12(11.9)

Physical activity: High 49(13.1) 0(0.00)

P=0.012

47(13.4) 2(4.9)

P=0.165

39(13.4) 10(9.9)

P=0.454Moderate 163(43.7) 4(22.2) 151(43.1) 16(39.0) 126(43.4) 41(40.6)

Low 163(43.2) 14(77.8) 152(43.4) 23(56.1) 125(43.1) 50(49.5)

Table (3): Association between socio-demographic factors and wellbeing outcomes
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Table (4): Association between socio-demographic factors and Mental distress

Factors

Wellbeing outcomes No (%) *Significance=P-value < 0.05
1.Perceived health 2.Depression

Much Less P-value Yes No P-value

Gender:
Male 113(40.6) 77(68.1)

P=0.000
37(50.0) 140(54.7)

P=0.001
Female 165(59.4) 36(31.9) 85(63.0) 116(45.3)

Age
14-16 106(38.1) 44(38.9)

P=0.882
42(31.1) 108(42.2)

P=0,032
17-19 172(61.9) 69(61.1) 93(68.9) 148(57.8)

Place of residence:

Villa 61(21.9) 14(12.4)

P=0.062

27(20.0) 48(18.8)

P=0.853

Classic newly build 85(30.6) 36(31.9) 39(28.9) 82(32.0)

house 43(15.5) 14(12.4) 22(16.3) 35(13.7)

Classic old house 89(32.0) 49(43.4) 47(34.8) 91(35.5)

Flat 264(95.0) 105(92.9) 128(94.8) 241(94.1)

Economic status:

Low-medium 14(5.0) 8(7.1)
P=0.427

7(5.2) 15(5.9)
P=0.783

Haigh 6(2.2) 0(0.0) 2(1.5) 4(1.2)

Mother educational level:

Illiterate 24(8.6) 6(5.3)

P=0.152

10(7.4) 20(7.8)

P=0.675
Basic education 107(38.5) 39(34.5) 56(41.5) 90(35.2)

Secondary 141(50.7) 68(60.2) 67(49.6) 142(55.5)

University 3(1.1) 1(0.9) 2(1.5) 2(0.8)

Father educational level:

Illiterate 24(8.6) 7(6.2)

P=0.596

13(9.6) 18(7.0)

P=0.5603
Basic education 121(43.5) 44(38.9) 59(43.7) 106(41.4)

Secondary 130(46.8) 61(54.0) 61(45.2) 130(50.8)

University 28(10.1) 26(23.0) 16(11.9) 30(14.8)

BMI:

Underweight 173(62.1) 66(58.4)

P=0.003

78(57.8) 161(62.9)

P=0.352
Normal weight 51(18.3) 11(9.7) 26(19.3) 36(14.1)

Overweight 26(9.4) 10(8.8) 15(11.1) 21(8.2)

Obese 25(9.0) 24(21.2) 11(8.1) 38(14.8)

Physical activity:

High Moderate 110(39.6) 57(50.4)
P=0.000

42(31.1) 125(48.8)
P=0.000

Low 143(51.4) 32(28.3) 82(60.7) 93(36.3)
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Table (5): Association between dietary behavior and wellbeing outcomes of adolescents

Food groups consumed over 

the past 7 days

Wellbeing outcomes No (%) *Significance=P-value < 0.05

1.Perceived health 2.Perceived happiness 3.sleep satisfaction

Good Bad P-value Happy Un Happy P-value Sufficient In Sufficient P-value

Breakfast

Almost every day 212(56.8) 2(11.1)

P=0.00

197(56.3)108 17(41.5)

P=0.174

167(60.7) 38 (37.6)

P=0.000Sometimes 115(30.8) 11(61.1) (30.9)45 18(43.9) 87(30.0) 39(38.6)

Rarely or never 46(12.3) 5(27.8) (12.9)208 6(14.6) 27(9.3) 24(23.8)

Soft Drink

Never or 1-2 time per week 217(58.2) 13(72.2)

P=0.479

(59.4) 22(53.7)

P=0.479

171(59.0) 59(58.4)

P=0.8016-3 times per day 74(19.8) 2(11.1) 65(18.6)77 11(26.8) 58(20) 18(17.8)

At least once per week 82(22.0) 3(16.7) (22.0) 8(19.5) 61(21.0) 24(23.8)

Highly caffeinated Drink

Never or 1-2 times per week 208(55.8) 12(66.7)

P=0.627

204(58.3) 16(39.0)

P=0.058

175(60.3) 45(44.6)

P=0.021
6-3 times per week 38(10.2) 1(5.6) 34(9.7) 5(12.2) 27(9.3) 12(11.9)

At least once per day 127(34) 5(27.8) 112(32) 20(48.8) 188(30.3) 44(43.6)

Sweetened Drink

Never or 1-2 times per week 134(35.9) 7(38.9)

P=0.697

124(35.9) 17(41.5)

P=0.737

108(37.2.6) 33(32.7)

P=0.102
6-3 times per week 95(25.5) 3(16.7) 89(25.4) 9(22.0) 78(26.9) 20(19.8)

At least once per day 144(38.6) 8(44.4) 137(39.1) 15(36.6) 104(35.9) 48(47.5)

Fast Food:

Never or 1-2 times per week 237(63.5) 13(72.2)

P=0.496

232(63.7) 27(65.9)

P=0.533

191(65.9) 59(58.4)

P=0.067
6-3 times per week 59(15.8) 1(5.6) 59(16) 4(9.8) 47(16.2) 13(12.9)

At least once per day 77(20.6) 4(22.2) 71(20.3) 10(24.4) 52(17.9) 29(28.7)

Fruit 

Never or 1-2 times per week 115(30.8) 9(50)

P=0.233

106(30.3) 18(43.90)

P=0.533

91(31.4) 33(32.7)

P=0.710
6-3 times per week 117(31.4) 4(22.2) 101(31.4) 11(26.8) 93(32.1) 28(27.7)

At least once per day 141(37.8) 5(27.8) 134(38.3) 12(29.3) 106(36.6) 40(39.6)

Vegetables 

Never or 1-2 times per week 141(37.8) 14(77.8)

P=0.003

133(38) 22(53.7)

P=0.150

111(38.3) 44(43.6)

P=0.642
6-3 times per week 78(20.9) 2(11.1) 74(21.1) 6(14.6) 61(21.0) 19(18.8)

At least once per day 154(41.3) 2(11.1) 143(40.9) 13(31.7) 118(40.7) 38(37.6)

Milk consumption

Never or 1-2 times per week 128(34.3) 12(66.7)

P=0.001

119(34.0) 21(51.2)

P=0.079

97(33.4) 43(42.6)

P=0.257
6-3 times per week 55(14.7) 5(27.8) 54(15.4) 6(14.6) 46(15.9) 14(13.9)

At least once per day 190(50.9) 1(5.6) 177(50.6) 14(34.1) 147(50.7) 44(34.6)
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Table (6): Association between dietary behavior and Mental distress of adolescents

Food groups consumed over the past 

7 days

Mental Distress No (%)

1.Perceived stress 2.Depression

Much Less P-value Much Less P-value

Breakfast

Almost every day 145(52.2) 69(61.1)

P=0.257

56(41.1) 158(61.7)

P=0.000Sometimes 95(34.2) 31(27.4) 54(40) 72(28.1)

Rarely or never 38(13.7) 13(11.5) 25(18.5) 26(10.2)

Soft Drink

Never or 1-2 time per week 164(59.0) 66(58.4)

P=0.615

77(57.0) 153(59.8)

P=0.4656-3 times per day 51(18.3) 25(22.1) 24(17.8) 52(20.3)

At least once per week 63(22.7) 22(19.5) 34(25.2) 51(19.9)

Highly caffeinated Drink

Never or 1-2 times per week 161(57.9) 95(52.2)

P=0.548

62(45.9) 158(61.7)

P=0.0076-3 times per week 27(9.7) 12(10.6) 14(10.4) 25(9.8)

At least once per day 90(32.4) 42(37.2) 59(43.7) 73(28.5)

Sweetened Drink

Never or 1-2 times per week 98(35.3) 43(38.00)

P=0.260

51(37.8) 90(35.2)

P=0.6386-3 times per week 76(27.3) 22(19.5) 30(22.2) 68(26.6)

At least once per day 104(37.4) 48(42.5) 54(40.0) 98(38.3)

Fast Food:

Never or 1-2 times per week 173(36.3) 77(33.5)

P=0.250

50(37.0) 168(56.6)

P=0.5426-3 times per week 48(16.2) 12(31.3) 37(27.4) 39(15.2)

At least once per day 57(47.5) 24(35.3) 48(35.6) 49(19.1)

Fruit 

Never or 1-2 times per week 93(33.5) 31(27.4)

P=0.354

93(33.5) 74(28.9)

P=0.2406-3 times per week 87(31.3) 34(30.1) 87(31.3) 84(32.8)

At least once per day 98(35.3) 48(42.5) 98(35.3) 98(38.3)

Vegetables 

Never or 1-2 times per week 117(42.1) 38(33.6)

P=0.230

59(43.7) 96(37.5)

P=0.4616-3 times per week 57(20.5) 23(20.4) 27(20.0) 53(20.7)

At least once per day 104(37.4) 52(46.0) 49(36.3) 107(41.8)

Milk consumption

Never or 1-2 times per week 101(36.3) 34(42.6)

P=0.642

57(42.2) 83(32.4)

P=0.1576-3 times per week 45(16.2) 13.3(13.9) 19(14.1) 41(16.0)

At least once per day 132(47.5) 52.2(34.6) 95(43.7) 132(51.6)



258

SJUOB (2025) 38 (1) Medical Sciences: 245 – 268                    Elsherif, et al.

University of Benghazi©2025 All rights reserved. ISSN: Online 2790-1637, Print 2790-1629 
 National Library of Libya, Legal number: 154/2018

4.DISCUSSION

	 This Benghazi study examined the 

intricate association between eating habits 

and psychological health. The findings show 

a strong correlation between eating patterns 

and mental health outcomes, highlighting the 

significance of nutrition for teenagers’ gener-

al well-being.

	 The study found that age had little 

impact on self-reported health, consistent 

with Currie et al. (2012) (21). Men reported 

better health than women, in line with Wade 

& Pevalin (2005) (22) and Hong & Peltzer 

(2017) (1), but differing from Sweeting & 

West (2003) (23). No significant association 

was found between health and economic 

status, supporting Chen et al. (2002) (24). 

Parents’ education showed no correlation 

with perceived health, agreeing with Basu & 

Stephenson (2005) (25), but conflicting with 

Schwimmer (2003) (26). There was no link 

between BMI and perceived health, but a 

strong correlation between physical activity 

and perceived health, supporting the Korean 

study (1). These emphasize physical activity 

as important to perceived health.

	 The findings of this study suggest 

that gender and age were not significantly 

associated with perceived happiness, align-

ing with Weech-Maldonado et al. (2017) 

(27), but in contrast to a Korean study (1) that 

found a significant correlation. Furthermore, 

this study revealed no correlation between 

residential settings and well-being, despite 

Cicognani et al. (2008) (28) confirming this 

effect. In contrast to a Malaysian study that 

found a positive correlation between happi-

ness and both parents’ educational attain-

ment, this study found a favorable correlation 

between teenage happiness and the father’s 

education while the mother’s education had 

no discernible impact (29). There was no cor-

relation between happiness and BMI, which 

runs counter to research from Italy that shows 

happiness decreases as BMI rises (30). In a 

similar vein, no link between happiness and 

physical activity was found, although Zhang 

et al. (2019) (31), van Woudenberg et al. 

(2020) (32), and An et al. (2020) (33) found a 

positive correlation.

	 In contrast to studies from India, 

which showed that higher economic status 

was related to worse sleep, people of low 

to medium economic status reported better 

sleep (34). Economic status was also linked 

to sleep satisfaction. There was no correlation 
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between gender and sleep satisfaction, which 

is consistent with Nepalese studies (35). Fur-

thermore, contrary to a Korean study that 

found a positive association, our study found 

no significant association between physical 

activity and sleep satisfaction (36). 

	 The study found significant asso-

ciation between gender and stress; women 

reported higher levels of stress, which differs 

from Karnataka (37).

	 In contrast to research from Bangla-

desh (38) and Karnataka (39), no correlation 

was detected between stress and parents’ age 

or level of education (40) or both. In contrast 

to findings in Bangladesh, BMI was substan-

tially correlated with stress, with adolescents 

of normal weight reporting higher levels of 

stress (38). There was a significant associ-

ation between stress and physical activity, 

with lower levels of exercise leading to high-

er stress levels, consistent with studies from 

Bangladesh (39).

	  Depression was also significantly 

linked with age and gender, with older ado-

lescents and females reporting higher levels, 

which is consistent with studies from Ban-

gladesh (41, 42) and China (43). Depression 

did not significantly correlate with parental 

education (41, 43), economic position (44), 

or area of residence (41, 45). Furthermore, 

BMI did not substantially correlate with de-

pression, which is in contrast to research from 

Bangladesh (42) and Australia (46). Low lev-

els of physical exercise, however (47), and 

Korea (1). No direct link was found between 

soft drink consumption and perceived health, 

similar to Norwegian research (48), though 

Korean studies indicated indirect effects (1). 

The study also supported research from Ko-

rea (1) and Tuscan (49) on the positive impact 

of vegetable consumption and aligned with 

Korean findings on milk consumption (1).

 In contrast to Korean studies that connected 

fast food intake to obesity and ill health, no 

meaningful correlation between the two vari-

ables was discovered (1). These variations 

demonstrate how dietary customs, health be-

liefs, and research methods can differ among 

groups and impact results.  

	 Remarkably, there was no signif-

icant correlation between breakfast eating 

and happiness levels. This result is in contrast 

to research that found a similar association 

between regular breakfast consumption and 

happiness in other nations, including Korea 

(50), Japan (47), the United States, Japan, and 
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Switzerland [51, 52].

 	 Furthermore, there was no clear 

correlation between the use of soft drinks and 

caffeine and happiness, which is consistent 

with Norwegian study (48) but contradicts 

U.S. research (53), which associated high 

consumption with negative emotional states. 

Similarly, contrary to the findings of Huth et 

al., there was no correlation between happi-

ness and milk consumption (54). Although 

eating more vegetables was associated with 

better feelings of happiness, this correlation 

was not statistically significant, which con-

trasts with research from Switzerland (51) 

and New 

	 Zealand (55). The study confirmed 

a positive association between breakfast con-

sumption and sleep satisfaction, which is in 

line with research done in the United States 

(56,53). No significant correlations were 

found between the consumption of fruit, veg-

etables, and fast food and sleep satisfaction, 

which is in contrast to studies by St-Onge et 

al. (57), which found a link between healthy 

eating habits and better sleep.

	 The study found no significant cor-

relation between breakfast eating and stress 

or unhappiness, consistent with Spanish re-

search (50).

 	 There was no discernible link be-

tween stress and caffeine-containing bever-

ages, in contrast to a Korean study (58).

	 Similarly, contrary to Australian 

findings, fast food and sugary beverages were 

not linked to stress (54). In line with Dutch 

(49) and Canadian (51) studies, the study also 

showed no connection between stress and 

consuming fruits, vegetables, or milk.

	 These differences in conclusions 

between the current study and prior research 

may be due to several contextual and meth-

odological factors. Differences in sample 

characteristics—such as age group, cultural 

background, or socioeconomic distribution—

could influence how individuals perceive and 

report their health and happiness. and even 

self-reporting tendencies can greatly influ-

ence outcomes related to health and well-be-

ing.

 importantly, it must be noted that the 

cross-sectional nature of the study limits the 

ability to infer causal relationships. For in-

stance, it remains unclear whether unhealthy 

eating patterns contribute to psychological 

distress or if existing mental health issues 

lead to poor dietary choices.
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5.CONCLUSION AND RECOMMEN-

DATIONS

	 This study emphasizes the impor-

tance of socio-demographic characteristics, 

food habits, and physical exercise on adoles-

cent mental health. Gender disparities were 

noticeable, with girls reporting higher levels 

of stress and despair. Regular breakfast eat-

ing, vegetable intake, and physical activi-

ty were connected to improved health and 

reduced stress, whereas fast food and soft 

drinks had no meaningful impact.

	 To increase adolescent well-being, 

interventions should focus on a balanced diet 

( e.g, promoting regular breakfast programs 

in schools and reducing access to highly 

caffeinated drinks for adolescents), physical 

activity, and mental health support through 

school programs. Longitudinal studies are 

required to evaluate intervention efficacy and 

inform future health measures. Implement-

ing these practices can lead to a healthier and 

more resilient adolescent population.

	 While this study sheds light on the 

association between demographics, food hab-

its, and mental well-being, it does have some 

drawbacks. The cross-sectional study doesn’t 

determine cause-and-effect linkages. In addi-

tion, self-reported data (e.g., self-report bias 

for dietary habits and BMI) may be impacted 

by memory biases or the proclivity to provide 

socially desired results. And the lack of diver-

sity in the sample (only government schools). 

Lastly, differences in gender comparisons 

may be affected by an imbalance in sample 

size.
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