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Effect of Using  Numerical Data Scaling on Supervised Machine Learning 

Performance 

Abstract 

Before building machine learning models, the dataset should be prepared to be a high quality 

dataset, we should give the model the best possible representation of the data. Different 

attributes may have different scales which possibly will increase the difficulty of the problem 

that is modeled.  A model with varying scale values may suffers from poor performance 

during learning. Our study explores the usage of  Numerical Data Scaling as a data pre-

processing step with the purpose of how effectively these methods can be used to improve the 

accuracy of learning algorithms. In particular, three numerical data Scaling methods with four 

machine learning classifiers to predict disease severity were compared. The experiments were 

built on Coronavirus 2 (SARS-CoV-2) datasets which included 1206 patients who were 

admitted during the period between June 2020 and April 2021. The diagnosis of all cases was 

confirmed with RT-PCR. Basic demographic data and medical characteristics of all 

participants was collected. The reported results indicate that all techniques are performing 

well with Numerical Data Scaling and there are significant improvement in the models for 

unseen data. lastly, we can conclude that there are increase in the classifier performance 

while using scaling techniques. However, these methods help the algorithms to better 

understand learn the patterns in the dataset which help making accurate models. 

Keywords 

Feature Scaling,  supervised machine learning, Support Vector Machines classifier, Naïve 

Bayes classifier, Decision Trees classifier, k-nearest neighbors classifier. 

 على تعل  الاله بإشراف مقماس البمانات العددية جيم تحاستخدام  تأثير
 منى علي محمد

 الملخص
فضلل مثييل مكك  للبيانات  وبأقبل إنشاء نماذج التعلم الآلي ، يجب إعداد مجموعة البيانات لتكون مجموعة بيانات عالية الجودة ، 

م  ضعف الأداء أثناء المختلفة مقاييس مختلفة مكا قد يزيد م  صعوبة صياغة المشكلة  قد يعاني النموذج  خواصقد يكون لل
مقياس البيانات العددية كخطوة للمعالجة المسبقة تحجيم دراستنا استخدام  عرض  تقيملل مقاييس مختلفةمع استخدام التعلم 

https://analyticsindiamag.com/how-to-implement-ml-models-with-small-datasets/


 

 
 

سن  دقة ووارمميات التعلم  عل  وه  اخصووص ، مث  مقارنة ثاث  رر  مدى فضعالية هذه الأساليب في تحبيان للبيانات بهدف 
  تم بناء مراضللتعلم الآلي للتنبؤ بخطورة الا ووارمميات تونيف م  ووارممياتمع أربعة  مقياس البيانات العددية حجيملت

الفترة بن  واثل  يضمر  1206والتي شمل    Coronavirus 2 (SARS-CoV-2)بيانات  ةالتجارب عل  مجموع
البيانات الأساسية   جمع  RT-PCR,   تم تأكيد تشخيص جميع الحالات باستخدام 2021وأبريل  2020يونيو 

مقياس البيانات  جيمتحتعمل بشكل هيد مع  وارمميات المستخدمةاخص  تشير النتائج إلى أن جميع رض واخصوائص الطبية لجميع الم
 فونيووارمميات التفي أداء تحس    أويراً ، يمكننا أن نستنتج أن هناك بيانات الاوتبار ادائها فيوهناك تحس  كبير في  العددية

مكا لتعلم الأنماط لتساعد هذه الأساليب اخصوارمميات عل  فضهم أفضلل اخصاثصة   مقياس البيانات العددية جيمتحأثناء استخدام 
  ساعد في صنع نماذج دقيقةي

،  Naïve Bayesشرراف ، مونفف للات المتجهات الداعمة ، مونف بإ، التعلم الآلي واصتحجيم اخص : الكلمات المفتاحمة
 الجيران لأقرب   Kمونف أشرجار القرار ، مونف

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 
 

1. Introduction 

All machine learning(ML) algorithms take input data to generate the output. The input data 

remains in a tabular form consisting of rows (instances or observations) and columns 

(variables or attributes), and these attributes are often known as features. The feature is the 

basic building block of real world datasets, it represents a measurable piece of data. the 

feature is generally a numeric representation of an aspect of real world phenomena or data
 

[1][2]. 

Generally, ML systems fit mathematical notations to the existing data to derive some insights, 

it improves automatically using experiments and existing data. Supervised, unsupervised, and 

semi-supervised ML are all types of ML. Typically, Supervised ML deals with data sets that 

contain both inputs and the corresponding desired class labels.  Learning classifiers to address 

classification problems is a fundamental issue in data mining. The classification algorithms 

category are used within supervised learning to predict the class of an unseen instance[1][3]. 

The models take features as input. The quality of data can vary significantly and has an 

immense effect on model performance. So, we should give the model the best possible 

representation of the data, otherwise, it may not give a good accuracy[2][4] 

The quality of a dataset's features can be improved in the pre-processing stage. Preprocessing 

data is necessary to reduce the impact of data distortion or outliers and increase the predictive 

performance of the model for unseen data[5][4]. Data Scaling is a recommended pre-

processing step while working with a different range of independent variables or features of 

data. Feature Scaling is the name of the technique that transforms and normalizes numerical 

input variables [2]. 

ML approaches are an effective way to increase the adoption of information technology in 

hospitals, it improves automatically using experiments and existing data, which makes it 

suitable to predict individualized disease risk and clinical decision making[1][6][7][8]. 

This study explores the usage of  Numerical Data Scaling as a data pre-processing step with 

the purpose of how effectively these methods can be used to improve the accuracy of learning 

algorithms. In particular, three numerical data Scaling methods with four ML classifiers to 

predict Coronavirus 2 (SARS-CoV-2)  severity will be compared. The classifiers used to run 

the experiments and evaluate the results using common classification algorithms (Naive 



 

 
 

Bayes, K-Nearest Neighbors(KNN), Decision Tree(DT), and Support Vector 

Machines(SVM) [1][9]  [10][11][12]. 

This paper is structured as follows, Section 2 describes related work and a literature review. 

The material and methods that have been used in this work proposed in Section 3. The results 

of experiments will be introduced in section4, Finally, we will present our conclusion  in 

Section 5 

2. Literature review 

2.1 Related work  

Since Most of the published literature represented their study output in terms of the accuracy 

of the machine learning (ML) algorithm very limited work investigated data scaling methods 

[13]. 

 One of previous research,[14] stated that min-max scaling has good performance in terms of 

speed, accuracy, and quantity of support vectors in Support Vector Machines(SVM). On the 

other hand, [15]provide on many ML algorithms standardization scaling before training. 

When applied normalization between 0 to 1 K-Nearest Neighbors (KNN) achieved accuracies 

87.3% on the dataset based on shape features and leaf color histograms to identify plants[16]. 

In addition, the accuracy obtained is 98.8% on Naïve Bayesian while applying normalization 

between 0 to 1 regarding plant identification using leaf features dataset [17]. 

Another study identified plants based on the type of leaf venation using SVM. The author 

was applied min-max normalization and the resulting accuracy was 77.57% [18]. 

Different normalization methods showed that the performance of ML algorithms and the 

selection of normalization methods are interconnected. Also, their study shows that SVM has 

the maximum accuracy and  Naïve Bayes has the best performance in terms of accuracy and 

lowest fitting times[19]. 

Data normalization has used on the dataset extracted from the leaf venation feature, four ML 

algorithms include KNN, Naïve Bayesian, ANN, and  SVM with Radial Basic Function 

(RBF) kernels, and linear kernels applied for the normalized dataset. The results show that 

the min-max normalization technique with SVM that uses the RBF kernel can provide the 

best performance results .addition to that, the KNN algorithm is quite stable compared to 

SVM and Artificial Neural Network(ANN) while Naïve Bayesian has the most stable 



 

 
 

performance against the use of min-max normalization techniques as well as standardization 

[20].  

More robust ML algorithms such as XGBoosting( XGB), Linear Regression( LR), DT, and 

Random Forest ( RF) with scaling methods such as Standard Scaler, MinMax Scaler, Max 

Abs Scaler, Robust scaler, and Quantile Transformer use on heart failure patient datasets[21] 

. Their study demonstrated that Random Forest (RF) has a higher performance with Standard 

Scaler and Robust Scaler. Additionally, the performance of Decision Tree (DT) remained 

unchanged with scaling[22]. 

Recently, six data scaling methods with eleven ML algorithms evaluated to detect patients 

with heart diseases dataset, The result shows that classification and regression Trees, along 

with Robust Scaler or Quantile Transformer, outperform all other ML algorithms  

Finally, Many studies bolstered the effect of data scaling techniques on different ML 

algorithms [13][20][19]. furthermore, one of the main challenges associated with ML is 

choosing the appropriate scaling method. 

2.2  The Machine Learning Techniques that are used in this study 

Supervised machine learning(ML) deals with datasets that contain both inputs and the 

corresponding desired outputs. The classification algorithms category is used within 

supervised learning when the outputs are discrete to a limited set of values. 

In this study, we have implemented four supervised ML algorithms (Naive Bayes,  

K-Nearest Neighbors(KNN), Decision Tree(DT), and Support Vector Machines(SVM)). 

2.2.1  Support Vector Machines(SVM) 

 It is  a powerful technique used by a supervised learning approach for classification. It plots 

the data items as a space split into categories based on statistical learning frameworks. Then, 

it finds the hyperplane with the maximum distance between the target data 

points[10][12][23][24] [25]. 

Computing the (soft-margin) SVM classifier amounts of minimizing an expression of the 

form 

 

 



 

 
 

2.2.2 Naïve Bayes 

 It is known as one of the best classification algorithms and creates fast ML.  it is a simple 

technique for constructing classifiers models based on the Bayes Theorem that assigns class 

labels as vectors of some n features, where the class labels are drawn from some finite set 

[26][27][28][29]. 

Naive Bayesian classifier works on  assuming the effect of an attribute value on a given class 

is independent of the values of the other attributes as follows: 

 

 

 

 

2.2.3  Decision Trees(DT) 

It is one of the easiest tools to decision systems and easy to understand, it is powerful and 

popular tools to build classification and regression models[24][30][31][32]. It uses a tree 

structure which that provides sequential nonlinear analysis in algorithmic relationship and 

their possible consequences, including outcomes. The tree consists of nodes that symbolize a 

dataset's features, branches symbolize the decision rules, and leaves symbolize the class, It 

built top-down from a root node and involves partitioning the data into subsets that contain 

instances with similar values which break down a dataset into smaller and smaller subsets 

while at the same time an associated decision tree is incrementally developed. The final result 

is a tree with decision nodes and leaf nodes. The split of a node attempts to minimize the 

impurity of the node. If a split is unable to achieve any improvement in terms of reducing 

impurity, the node is not split and is declared as a leaf node. If a split is can  reduce impurity, 

then the split providing the maximum reduction in impurity is selected and two branches are 

formed, forming two new nodes [24][31][33] . 

 

 



 

 
 

2.2.4  K-Nearest Neighbors(KNN)  

One of the simplest and most common classifiers,  As the name implies, KNN finds the 

closest K (number of neighbors) nearest neighbor points to the target point. Then, it predicts 

the output of the target point [34][35][36].  By default, KNN function employs Euclidean 

Distance which can be calculated with the following equation: 

 

 

 

3. Materials and Methods 

3.1 The Used Dataset: our dataset includes 1206  patients who were admitted during the 

period between June 2020 and April 2021. The diagnosis of all cases was confirmed with RT-

PCR. Basic demographic data and medical characteristics of all participants was collected. 

Laboratory investigations include hematological parameters, coagulation parameters, liver 

function tests (LFT), and renal function tests (RFT). 

3.2 Data pre-processing: In ML, the performance of the model depends on data preparation 

and data handling. In contrast, before building  ML models the used dataset should be a high 

quality dataset to run the experiments and evaluate the results of different techniques. we 

have preprocessed our dataset in  three steps. In these subsections, we will describe these 

steps. 

3.2.1 Data Cleaning  

In the data cleaning step, missing data will be handled  by applying  Missing Value 

Imputation for Classification Tasks (MVICT) method which has been  proposed in[37]. 

MVICT  has focused on imputation using mean, middle, and mode of the available values 

which belong to the same class of the missing value. In our dataset, the missing values 

will be replaced by the mean of the available values which belong to the same class of the 

missing value. 

After handling the missing values, it is often necessary to deal with categorical features. 

Many ML algorithms require numerical data in nature. This means that it must be one of the 

elements of data pre-processing is categorical variables encoding which convert categorical 

data to a numerical form. there are many techniques designed for this purpose. the most 

https://analyticsindiamag.com/how-to-implement-ml-models-with-small-datasets/


 

 
 

common technique is One Hot Encoding. In One Hot Encoding , each category apply to a 

vector that contains 1 and 0 denoting the presence or absence of the feature. The number of 

vectors depends on the number of categories for features. It is the most common correct way 

to deal with categorical data where no relationship exists between categories[38][39][40]. 

In our study, the used dataset has an attributes stored as categorical values, and to convert it 

to a numerical form we will use One Hot Encoding method. Out of 18 columns, only 2 had a 

string value and the rest of them had a numerical input. Therefore, to convert the string input 

into a numerical input One Hot Encoding has been applied. 

3.2.2 Feature Extraction  

In fact, not all of the features contribute to the definition or determination of class labels. In 

theory, too many features that may adversely affect the model performance are redundant or 

even irrelevant. it is important to select the most useful features to improve the quality of the 

feature set in many ML tasks. In practice, however, increasing the size of the feature may 

slow down the running time of model training, and require a large amount of system memory 

which reduces the performance of an algorithm[9][41][42][6]. According to the physicians, 

we selected the most significant features, in addition, the 9 selected variables  with (p value < 

0.05). 

Besides the Feature Selection,  we used the generating features to create new features. it 

allows us to use less complex models which are faster to run and easier to understand and 

maintain. 

3.2.3 Feature Scaling 

the scale and distribution of the dataset is different for each variable, so it is often necessary 

to transform the different numerical features to fall within a similar range. In our dataset we 

have 10 columns including the last column which will be  the class that we are trying to 

predict with models algorithms. However, C reactive protein(CRP), Lymphocytes(Lymph), 

Lactate dehydrogenase (LDH), D Dimer, Urea, and Red blood cells(RBC), these were 

numerical features. 



 

 
 

 

 

 

Figure1: Numerical columns are not from the same scale 

 

The graph above clearly shows that the 6 numerical columns are not from the same scale 

(figure 1). 

In our study, we have used 3 popular Scaling techniques to build the prediction model and 

compared the results to find out the best Feature Scaling that can be used for the prediction 

from this kind of problem and data sets 

3.2.3.1 Min-Max Scaling 

This is the most used technique to scale the data to a specific range using each feature’s 

minimum and maximum value. By default, the Min-max Scaling technique returns a value 

between 0 and 1, using the equation: 

 

As it is obvious from figure2,  shows numerical features in our data set with min-max 

Scaling 

 

 



 

 
 

 

 

Figure2: Numerical features in our data set with Min-Max Scaling 

3.2.3.2 Standardization Scaling 

Standardization involves Scaling the features by subtracting the mean  and dividing by the 

standard deviation to shift the distribution, a value is standardized as follows: 

 

Figure3 shows numerical features in our data set with Standardization Scaling 

 

 

Figure3: Numerical features in our data set with Standardization Scaling 

3.2.3.3 Robust Scaling Data 

This can be achieved by calculating the median (50th percentile) and the 25th and 75th 

percentiles. The values of each variable then have their median subtracted and are divided by 

the interquartile range (IQR) which is the range between the 75th and 25th 

https://en.wikipedia.org/wiki/Interquartile_range


 

 
 

 

As we can see in figure4 numerical features in our data set with robust Scaling 

 

 

Figure4: Numerical features in our data set with Robust Scaling 

3.4  Evaluation Measures 

To evaluate the results, we used the confusion matrixes used to evaluate the quality of binary 

classification or multiple classes. It shows the number of correct and incorrect values which 

were identified by the classification model compared to the actual target value in the dataset. 

The matrix is NxN, where N is the number of target classes and each positive (Target) and 

negative (Non-Target). Accuracy can define as the total number of predictions that were 

correct. It is the average of precision & recall, where precision = true positives ÷ predicted 

positives, and recall = true positives ÷ all positives,  

However, achieving a good F-measure requires the classifier to have a good precision and a 

good recall on the positive class.  

To achieve our goal, we have used three scale methods in four classification ML. First, we 

will implement  the Support Vector Machines, Naive Bayes, Decision Tree, and K-Nearest 

Neighbors 

without using feature scaling methods in the data pre-processing stage. Second, three scaling 

methods Min-Max Scaling, Standard Scaling, and Robust Scaling were used for the 



 

 
 

classification algorithms in the data pre-processing stage. Finally, we measured the 

improvement level of the models with feature scaling methods. 

4. Results and discussion 

The experiments  have conducted with four classification tasks to predict the severity of  

SARS-CoV-2 in the patients. In this section,  all experimental results with a short discussion 

will be presented  to show how the models performance and stability will vary with three 

feature scaling methods while using it in the data pre-processing stage 

4.1 Support Vector Machines(SVM) performance 

A comparison of the SVM performance without using feature scaling methods  and with 

using the three feature scaling methods presents in table 1  

Table 1: A summary of the SVM performance with and without using feature scaling methods. 

without Scaling Min-Max  Scaling Standard Scaling Robust Scaling 

78% 87% 92.3% 88% 

 

Figure 5 clearly shows that there is an increase in SVM performance while applying the three 

feature scaling methods in the data pre-processing stage. Furthermore, the classifier performs 

the best performance while using standard scaling method 

 

Figure 5 : SVM  performance without and with using feature 

4.2 Naive Bayes performance 

A summary of Naive Bayes performance without using feature scaling methods and with 

using the three Feature scaling methods are shown in Table3 

 



 

 
 

Table 2: A summary of Naive Bayes performance with and without using feature scaling 

methods 

without Scaling Min-Max  Scaling Standard Scaling Robust Scaling 

78.5% 81% 81% 81% 

 

By comparing the accuracy of the Naive Bayes algorithm, we can conclude that there are  

improvement  in the classifier accuracy As shown in figure 6. In addition, the improvement 

does not look different with using the three feature scaling methods. 

 

Figure 6 : Naive Bayes performance without and with using feature 

4.3  Decision Tree (DT)performance 

A comparison of DT classifier performance without using feature scaling methods and with 

the three feature scaling  methods as shown in table3  

Table 3: A summary of DT classifier performance with and without using feature scaling 

methods 

without Scaling Min-Max  Scaling Standard Scaling Robust Scaling 

82% 83.2% 84.3% 84.3% 

 

Figure 7 shows there is an  improvement in DT classifier performance by using feature 

scaling methods at the data pre-processing stage. In addition, the improvement does not  look 

different from Standard Scaling and Robust Scaling which gave the same results. 



 

 
 

 

Figure 7 : DT performance without and with using feature 

4.4 K-Nearest Neighbors (KNN)performance 

Table 4 lists KNN performance without using feature scaling and after applying the three 

different feature scaling methods 

Table4: A summary of KNN performance with and without using feature scaling methods 

without Scaling Min-Max  Scaling Standard Scaling Robust Scaling 

75.2% 76.9% 79.3% 81.8% 

 

From figure8, it has been noticed there are improvement in the KNN classifier accuracy to 

predict the severity of (SARS-CoV-2) on the patients 

 

Figure 8 : KNN performance without and with using feature 

5. Conclusion 

The study evaluated the effect of feature scaling methods at the data pre-processing stage on 

the accuracy of classifier models. Three methods of feature scaling were used for four 

classification algorithms at the data pre-processing stage to predict the severity of (SARS-



 

 
 

CoV-2) on the patients. The results are indicating to significant advantages of the presented 

feature scaling methods. These methods help the algorithms to better understand and 

learn the patterns in the dataset which help making accurate models. However, The SVM 

classifier with using standard scaling method  has outperformed all the other techniques in the 

four experiments, while the lists KNN showed the lowest performance. Moreover, The best 

techniques in this case, turned out to be Standard Scaling and Robust Scaling. 
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